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Abstract

Large, relational factor graphs with structure defined by first-order logic or other languages

give rise to notoriously difficult inference problems. Because unrolling the structure necessary

to represent distributions over all hypotheses has exponential blow-up, solutions are often de-

rived from MCMC. However, because of limitations in the design and parameterization of

the jump function, these sampling-based methods suffer from local minima—the system must

transition through lower-scoring configurations before arriving at a better MAP solution. This

paper presents a new method of explicitly selecting fruitful downward jumps by leveraging

reinforcement learning (RL) to model delayed reward with a log-linear function approxima-

tion of residual future score improvement. Our method provides dramatic empirical success,

producing new state-of-the-art results on a complex joint model of ontology alignment, with a

48% reduction in error over state-of-the-art in that domain.

1 Introduction

We focus on structured output prediction problems in large factor graphs where the hidden variables

are not independent, but have a complex internal structure (label sequence, trees, partitions, etc)

as it is commonly the case in many Natural Language Processing tasks (parsing), Information Re-

trieval (coreference resolution), and Database Systems (ontology alignment). Unfortunately, most

of general techniques for performing learning and inference in such complex models are com-

putationally expensive; therefore, many of the previous applications have been restricted to label

sequence prediction in simpler graphical structures (for example making linear chain assumption

as in likelihood based models such as hidden Markov models (HMMs) [19], maximum entropy

Markov models (MEMMs) [16], linear-chain conditional random fields (CRFs) [13], max-margin

Markov networks [22], support vector machines for structured outputs [26], case-factordiagams

[14], sequential Gaussian process models [1], and search based structure prediction [11, 10]). Most

of these models perform gradient descent on the log-likelihood or marginals which involve com-

puting expectations of features given the model’s sufficient statistics. Alternatively, margin-based

methods (M-cubed [22]) requires solving a quadratic program (QP) to satisfy a set of constraints

that demands the ground-truth configurations outweigh the rest. Although certain modeling as-

sumptions (e.g., linear-chain graphs) allows the computational complexity to be reduced, training

such models remains expensive.

Parameter estimation is therefore difficult in both approaches because of the reliance on ex-

pensive inference procedures: likelihood-based models require marginals for computing feature

expectations, and margin-based models require both computing marginals, and top-n configura-

tions for constraints in the quadratic program. The perceptron[4] remedies the need for computing

expensive marginals; however, it still depends on a decoding step that requires solving the MAP

problem in such models [18]. To further illustrate this, consider a conditional random field (CRF)

modeling a complex structured prediction problem in terms of a conditional probability distribution

P (Y |X, θ) where θ is a parameter vector. The decoding problem (or MAP inference) is defined as:

y∗ = arg max
y ∈Y

P (y |x, θ)
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It is known that decoding is intractable for large arbitrary graphs. Therefore, even if we use

the perceptron to avoid computing marginals, learning is still costly because we must perform a

decoding step in every single update.

There have been two different approaches that attempt to alleviate this problem by reducing

the requirement for computing the decoding step (computing the arg max). The first approach

(known as LASO[11] and SEARN [10]) formulates the problem as search optimization where a

search cost function is learned to score partial configurations that potentially lead to a goal state. A

perceptron style update is then used to adjust the parameter vector whenever the model makes an

incorrect prediction about a partial configuration. In contrast, the second approach (SampleRank

[6]) learns to rank complete configurations according to their relative merits based on the ground

truth information. Whenever the model prediction about the rank of a configuration pair is incor-

rect, a perceptron style update is performed to adjust the model parameters. At test time, the system

performs a simulated annealining procedure from a random initialization point in order to arrive

at the MAP configuration through a series of transitions. Although these approaches reduce the

learning/inference complexity in large models, they host a set of new challenges:

• LASO/SEARN: This approach relies on a monotonicity assumption: a partial configuration

is classified as y-good if it can lead to an output configuration y. The 0/1-loss nature of this

requirement essentially ignores many partial configurations that are only marginally imperfect but

potentially provide useful information. This property is also somewhat undesirable in cases where

we may want to start the search in a full (imperfect) configuration predicted by another system.

Moreover, if the search cost is not an admissible heuristic, it turns into a heuristic search which

may not arrive at the optimal solution.

• SampleRank: (1) SampleRank’s performance is sensitive to the quality of the learned rank

function. Due to a combinatorial number of ranking constraints, a log-linear representation of the

rank function may not be able to satisfy all the constraints. Thus, at test time it is possible that the

model could get stuck in a local minima while hill climbing over an imperfect ranking function;

(2) SampleRank employs a proposer for generating a set of candidate configurations that can be

transitioned to from the current state. Therefore, there is a trade-off between the computational cost

of scoring the candidates and the ergodicity of the Markov chain induced by the proposer: when

more complex moves are proposed, more factors must be computed for prediction. SampleRank

encourages simpler proposers for computational gains. Because of this requirement, it is possible

that SampleRank may not monotonically climb the ranking function with a single move, and may

need to perform several moves in a sequence—possibly lowering the performance in order to get in

a better configuration over the long run. This is further illustrated in Figure 1: the top path shows a

sequence of moves from some configuration s1 that would possibly lead to the goal configuration

(marked by G). Now consider a simple proposer that would propose either a split (split partition

X1 which results in configuration s2) or merge (merge partitions X1 and X2 which results in

configuration s4). Note that if the system accepts the merge, the F1 score may temporarily go up,

however in the long run. the split choice is a more optimal move even though F1 score temporarily

suffers in state s2. In fact, configuration s2 is a better state for arriving at the goal than s4. To

understand why s4 is not the best state to transition to in the long run, note that in future moves,
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we must split the partition X0 to reach the goal; yet, the probability of achieving the desired split

in a single move is 1
2|X0|
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Figure 1: .

This can be illustrated further in a concise example, demonstrating how an MCMC method

may have difficulties transitioning through certain areas of the feasible region during inference,

even with the assistance of a truth signal. Imagine a situation where there are two ground truth

clusters: A and B with n instance of A and m instances of B. Figure 2 shows a seemingly simple

case where m = n = 5. Beginning with each instance in the same cluster, we would like to find

the MAP configuration using an MCMC algorithm that can modify a single variable at a time.

However, if we compute the pairwise F1 for the states along the optimal sequence to the goal,

we discover that a downhill move must be made immediately and that many states on the path

have lower score than the starting state. Figure 3 contains the pairwise F1 scores for the states

along the optimal sequence beginning with a single cluster and ending with the MAP configuration

(for the case where m = n = 20). We can see that four downhill transitions must be executed
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Figure 3: A plot of the pairwise F1 scores of each state along the optimal transition sequence to the

MAP configuration for the case where there are twenty objects of both types. Notice that several

consecutive downhill transitions must be executed to reach the MAP state.

feedback, we find this framework suitable for for several reasons: (1) to achieve generalization RL

is integrated with function approximation schemes, in particular linear function approximation has

been extensively studied [21]. (2) Value functions in RL smooth out the noise in predictions by

backing up values from neighboring states. This property of value function should mitigate the

impact of a noisy prediction (a problem SampleRank does not address). In other words, even if a

SampleRank decision would have resulted in a poor configuration due to the noise in the learned

rank function, the RL would be less susceptible to such imperfections since the value function

(informally speaking) averages across the predictions, given a current configuration.

Each state in the system represent a complete assignment to the hidden variables Y . From a

clustering perspective, if X is the set of observed inputs (e.g., mentions in a coreference resolution

problem), there will be Bell(|X|) possible assignment which yields a combinatorially large state

space. To cope with such a complexity we employ linear function approximation techniques to

generalize across the state space. For any given state, the set of actions in general could be again

defined as any assignment to the hidden variables. Note that there exists a tight connection between

the notion of an action and a state. In order to cope with complexity in the action space, we

introduce a proposer that constrains the space by limiting the number of possible actions from each

state (and possibly more useful when domain-specific knowledge is injected in the proposer). .

For example, in a clustering application, we could use a uniform proposer [12] that would only

allow the system to split a randomly selected cluster, or to merge a random pair of clusters. In

general there exist a trade off between the complexity of the proser and learning performance: the

more complex the proposer, the larger the set of actions to be explored during learning. More
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complex actions could help transition across the configuration space in fewer steps, however they

may slow the learning process because more exploration is needed.

The reward function can be defined as the residual performance improvement when the systems

transitions from current state to the next state. In our approach we use a performance measure

based on the ground truth labels (for example F1 score using BCUBED metric). Note that at test

time we do not have access to the ground truth labels, thus we do not have access to a reward

signal. To address this issue, we propose two different approaches: (1) in the first approach we

first learn an approximation of the reward function at training time, and then use that at test time

to compute an approximation of the optimal value function value function and the optimal policy;

(2) in the second approach we directly learn a generalizable value function a training time using a

performance measure based on ground truth labels as the reward signal. At test time, we perform

a policy search by hill climbing the approximate value function computed in the test domain. We

also present our preliminary results in a coreference resolution problem.

As the number of states can get pretty large, linear function approximation techniques are em-

ployed to generalize across the state space. Although there are no convergence proofs for pure

value-based RL methods with function approximation, in practice it has been successful in a num-

ber of problems [5, 32, 23]. The log-linear nature of CRFs allows us to readily apply the related

algorithms to CRFs. To the best of our knowledge, our approach is the first attempt to apply rein-

forcement learning to MAP inference in factor graphs.

Our approach in spirit is similar to [30] where they propose a reinforcement learning frame-

work for solving combinatorial optimization problems. Similar to this approach, we also rely on

generalization techniques in RL in order to directly approximate a policy over the unseen test do-

main. However, our formulation provides a framework that explicitly targets the MAP problem in

large factor graphs and takes advantage of the log-linear representation of such models in order to

employ a well studied class of generalization techniques in RL known as linear function approx-

imation. Learning a generalizable function approximator has been also used in standard search

algorithms for efficiently guiding the search by learning evaluation functions from experience [3].

The rest of this document is organized as follows: in § 2 we briefly overview background ma-

terial. In § 3 we describe the details of our algorithm and discuss a number of ideas for coping with

the combinatorial complexity in both state and action spaces. In § 4.4 we present our preliminary

empirical results, and finally in § 5 we conclude and lay out a number of ideas for future work.

2 Background

This section serves to provide background information about conditional random fields (a dis-

criminative factor graph), SampleRank (an approach to learning the parameters of the graph), and

methodology of reinforcement learning.
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2.1 CRF

A conditional random field (CRF) is a discriminative factor graph that gives a conditional probabil-

ity distribution over an assignment to some hidden variables Y=y given a set of observed variables

X=x. That is, a CRF can be written in the form:

P (Y = y|X = x) =
1

ZX

∏

yi∈M

ψ(X, yi)

where ZX is an input-dependent normalizing constant ensuring that the distribution sums to one.

The structure of the CRF is determined by the factors ψ(X, yi), that decompose the model into sets

of Y variables yi ∈ M whereM ⊆ P(Y ). A factor is a function that maps an arbitrary number

of hidden (yi) and observed variables (X) to a real-value. Often the factors are designed in such

a way to make exact learning and inference tractable (for example, linear-chains), but in practice,

we would like arbitrary structures; for example, clustering problems contain graphs with loopy

and highly connected structures. Typically CRF factors are log-linear combinations of features

φ(X, yi) and parameters θ = {θj}: ψ(X, yi) = exp(φ · θ).
Learning is typically performed with some form of gradient descent, which requires computing

the derivative of the log-likelihood with respect to each parameter:

∂l

∂θk

logL(Y ;X, θ) =
∑

yi∈M

λkgk(X, y
i)−

∑

Y

∑

yi∈M

θkgk(X, y
i)

however, the above gradient involves model expectation over features, requiring a summation over

all configurations Y = y.

One method for overcoming this difficulty is a piece-wise approximation [17] to the model.

This is done by sampling examples of the yi hidden variables from a labeled training set for each

factor independently. Since factors are log-linear, this training method reduces to learning a logistic

regression classifier.

The second method, called SampleRank [6], does not require partitioning the model into pieces

and actually trains it in a global fashion. The algorithm assumes MAP inference is performed

with Markov Chain Monte-Carlo and then updates parameters with approximate gradients at each

MCMC step. More specifically, each step of MCMC induces a neighbor configuration pair by

modifying a configuration y to produce y′. If the number of y variables modified is a constant, then

the difference between y′ and y is small and computing their gradient is efficient (specifically, this

can be done with a linear number computations) for more details refer to [6].

Then the update rule can be applied as follows:

θ = θ +

{

−α φy,y′ if F(y) > F(y′) ∧ θ · φy,y′ > 0

α φy,y′ if F(y) < F(y′) ∧ θ · φy,y′ ≤ 0
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where θ is the current parameters, φy,y′ is the difference between the two state representations,

F(y) is a ground truth metric used for training, and η(y, y′) is a Bernoulli acceptance disribution,

that determines whether or not to accept the next state y′.
Maximum a posteriori (MAP) inference is the problem of finding the configuration y that maxi-

mizes the conditional probability P (Y ;X, θ). Since finding the optimal clustering in general CRFs

requires exploring all possible configurations, we must resort to approximations.

The greedy agglomerative search procedure works by initializing the configuration to all sin-

gletons (clusters with just one mention) and iteratively merges the clusters with the highest affinity,

until a threshold τ is reached, at which point the algorithm terminates.

The MCMC approach relies on a proposal distribution q that generalizes the agglomerative

nature of the greedy process above. The proposal distribution stochastically proposes modifications

to the configuration that could be either a random merge or split. This is in contrast to greedy

agglomerative which can only propose greedy merges. Search also involves Bernoulli acceptance

distribution η that probabilistically determines whether or not to accept the move proposed by q.

Setting η = p(y′)q(y′→y)
p(y)q(y→y′) reduces our search procedure to the Metropolis-Hastings algorithm.

2.2 Reinforcement Learning

Reinforcement Learning (RL) refers to a class of problems in which an agent interacts with the

environment and the objective is to learn a course of actions that optimizes a long term measure

of a delayed reward signal. The most popular realization of RL has been in the context of Markov

Decision Processes (MDPs). In this section we briefly overview MDPs, and introduce basic re-

inforcement learning concepts and algorithms that will be used throughout the rest of document.

Most of the discussion here is based on [21].

2.2.1 Markov Decision Processes

A finite Markov Decision Process (MDP) is defined by a tupleM = 〈S,A,R,P〉, where:

• S is a finite set of states

• A is a finite set of actions

• R : S ×A× S → R is the reward function, i.e. R(s, a, s′) is the expected reward received

when action a is taken in state s and transitioning into state s′.

• P : S ×A× S → [0, 1] is the transition probability function, i.e. Pa(s, s′) is the probability

of reaching state s′ if action a is taken in state s.

A stochastic policy π is defined as π : S ×A → [0, 1] where π(s, a) is the probability of

choosing action a as the next action when in state s. In some cases, the policy may be deterministic,

in which case π(s, a) is 1 for one of the actions, and 0 for the rest. Following a policy on an MDP
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results in an expected discounted reward Rt accumulated over the run, where Rt =

T
∑

k=0

γkrt+k+1.

Hence an optimal policy π∗ is defined as the policy which maximizes the expected discounted

reward accumulated on the MDP.

2.2.2 Optimal Policy

Typically, optimal policy cannot be found directly. Instead, a value function is associated with the

policy π, defined as Qπ : S ×A → R where Qπ(s, a) defines the expected long term discounted

reward starting at the state s, taking action a, and following the policy π. Similarly an optimal

value function Q∗ is defined as Q∗(s, a) = maxπ Q
π(s, a).

The optimal value function be calculated using the Bellman equations[2],

Q∗(s, a) =
∑

s′

Pa(s, s′)

[

R(s, a, s′) + γmax
a′

Q∗(s′, a′)

]

2.2.3 TD-Learning

In many domains, however, we either do not have access to the complete model (reward function,

and transition probabilities) or even if the model is available, in large domains the computational

complexity of solving Bellman equations exactly becomes intractable (e.g., Back-gammon game

[24]). Methods of temporal difference learning (TD) [20] were introduced that enables the agent to

learn from pure experience in the absence of the model. TD methods are essentially a combination

of Monte Carlo and dynamic programming (DP) techniques for solving the RL problem. In partic-

ular, Q-Learning[27] describes a TD method in the context of MDPs for learning the state-action

value function (i.e., the Q values). While the agent interacts with the environment by following the

current policy, the Q-values are updated as:

Q(st, at)← Q(st, at) + α
[

rt+1 + γmax
a

Q(st+1, a)−Q(st, at)
]

This algorithm was further improved toQ(λ) by including the concept of eligibility traces. Eligibil-

ity traces are values stored with each state and action that represent the recency and the frequency of

visits to that state and action. They are used as an indication of the amount of credit the state-action

pair should receive when backing up rewards, the higher the eligibility trace, higher the reward it

receives[20]. Q(λ) changes the Q-Learning update to include eligibility traces et(s, a) as follows,

Q(st, at)← Q(st, at) + αet(s, a)
[

rt+1 + γmax
a

Q(st+1, a)−Q(st, at)
]

This algorithm provides a simple yet efficient method to learn the Q-values. It has strong theoretical

convergence guarantees, and in practice finds the optimal policy fairly quickly.

10



2.2.4 Functional Approximation

This algorithm as explained is limited to very small domains since it involves storing a value for

each state-action pair. This problem is averted by introducing function approximation to rein-

forcement learning[25]. The state-action pair 〈s, a〉 is now represented by a feature vector φ(s, a),
where each feature φk ∈ φ(s, a) may be binary or real valued. The Q value is represented using a

functional approximator that uses vector of parameters θ, i.e.

Q(s, a) = Λθ(φ(s, a))

For this paper, we restict ourselves to linear function approximation, i.e.

Q(s, a) = Λθ(φ(s, a)) =
∑

φk∈φ(s,a)

θkφk

Instead of updating the Q values directly as in the table lookup case, the updates are made to the

parameters θ using a perceptron style update.

δ ← rt+1 −Q(st, at) + γmax
a

Q(st+1, a)

−→
θ ←

−→
θ + αδ

Eligibility traces are also handled differently. When used with function approximation, an eligibil-

ity trace cannot be stored for each state. Instead, an eligibility trace is stored for every feature, and

these traces are accumulated for each feature individually. Since most of the features being used

are not binary, a form of eligibility traces that applies to arbitrary feature vectors is used (Section

8.2,8.3 in [21]). The updates to the eligibility traces are reset during the exploratory stage, and are

otherwise,

−→e ← γλ−→e + φ(s, a)
−→
θ ←

−→
θ + α−→e δ

3 Proposed Approach

Conventionally, reinforcement learning has been used in control tasks, i.e. to control agents that

are trying to maximize long-term rewards; such a setting requires a very different state and action

space than in the factor graph domain. The problem of learning in factor graphs does not fit directly

into the traditional reinforcement learning framework. However, by formulating the state, action

and reward function carefully, we can solve MAP inference in a reinforcement learning framework

and build on the wealth of techniques and practical experience available in this area of machine

learning.

The problem of learning in factor graphs can be framed as a combinatorial optimization prob-

lem since we have the scoring function over every possible configuration, and we want to find the
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configuration with the highest score. Reinforcement Learning has been applied to combinatorial

optimization problems[31, 32, 9]. Even though the problem appears to be similar to these, a num-

ber of concerns need to be addressed before reinforcement learning methods can be used. In the

following section, the problem of MAP inference in factor graphs is described as a reinforcement

learning task.

When formulating the MAP inference problem in factor graphs as a Markov Decision Process

(MDP), each state represents a possible assignment to the variables hidden Y (for example in

coreference resolution task a particular clustering of the mentions). The actions generally can

be thought of as any changes to the assignment of the Y variables, however as we mentioned in

Section 1 we need to carefully constrain the action space in order to cope with the complexity

of learning. A reward function can be defined over these states and actions that shall ensure the

states (e.g., clusterings in a coreference domain) with the highest score is reached when the optimal

policy is followed.

Formally, we can define an MDP M = 〈S,A,R,P〉 with set of states S, set of actions A,

reward function R, and transition probability function P formulating the MAP inference problem

as follows:

3.1 States

Recall that our objective is to find the MAP configuration by optimizing a sequence of moves in

the configuration space when the system is initialized in some arbitrary configuration. This imme-

diately suggests that the state space in the RL formulation should encapsulate the entire feasible

region. In terms of the CRF (or more generally, a factor graph) representation of the problem, a

state is any assignment to the variables Y . Equivalently, when we view the problem as clustering

(for example in coreference resolution problem), each possible clustering corresponds to a sin-

gle state in the RL formulation. As explained in Section 1 in this particular view the state space

has Bell(|X|) complexity. To cope with such a combinatorial state space we will have to exploit

efficient generalization techniques in RL as we will describe in the following sections.

3.2 Actions

Given a state s (e.g., an assignment of Y variables), an action can be defined as a constrained set of

modifications to a subset of the variables in state s. As discussed in Section 1, in general, any pos-

sible changes to the variables can be interpreted as an action, however this renders a combinatorial

set of actions which is undesirable. One way to constrain the action space to a manageable size

is to use a proposer, or a behavior policy from which actions are sampled. For example when the

problem is framed as clustering, a uniform split/merge proposer could be used to generate sample

actions in every state. This choice of a proposer limits the number of ways we can modify the

current state since it only allows for splitting a randomly selected cluster, or merging a random

pair of clusters. Note that in general we can exploit the domain knowledge to design more efficient

proposers. From a different perspective, a proposer defines the set of reachable states by describ-
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ing the distribution over next states s′ given a state s. The proposer, when regarded in context of

the action space of an MDP, can be viewed in two ways. First, each possible next state s′ can be

considered the result of an action a, leading to a large number of deterministic actions. Second, it

can also be regarded as a single highly stochastic action, whose next state s′ is a sample from the

distribution given by the proposer. Both of these views are equivalent; we use the former view for

notation simplicity.

3.3 Reward Function

The reward function should be designed in such a way that the policy optimizing it in the long run

takes us to the goal state (i.e., MAP configuration, or in the context of coreference resolution, the

clustering with the highest score based on the ground truth labels). In general RL gives us total

freedom on how to specify the reward function. In our approach we formulate the reward function

in connection with the goal state (i.e., MAP configuration). As in many reinforcement learning

implementations, the shortest path to the goal is obtained by giving a non-negative reward at the

goal state, and giving a reward of −1 in non-goal states (also known as minimum-distance-to-

goal reward function). This reward function requires extensive exploration before the goal state is

reached, which will not scale well to large combinatorial domains. Since the space is combinatorial,

rewards must be shaped in such a way that at every state it facilitates efficient learning. Now, let F
be some performance metric (for example, for information extraction tasks, it could be F1 score

based on the ground truth labels). A number of possible reward functions are described below:

•We can define an absolute distance between from the current state to the goal state according

to the performance metric:

R(s) = F(s)−F(sG)

note that when F = F1, we have R(s) = F1(s)− 1. This reward function specifies the Euclidean

distance between the current state and the goal state based on the F distance metric.

• Alternatively, we can specify a reward function based on the residual improvement based on

the performance metric F when system transitions from some state s to s′:

R(s, s′) = F(s′)−F(s)

note that when F = F1, we have R(s, s′) = F1(s′) − F1(s). This reward function resembles the

geodesic distance between the current state and the goal state based on the F distance metric.

One important point to note is that we only have access to the ground truth labels at training

time. One would wonder how we would apply RL at test time, and in the absence of the ground

truth labels (which implies the reward function is not immediately available). We will describe two

different approaches to cope with this problem in Section 3.5.

3.4 Transition Probability Function

Recall that the actions in our system are samples generated from a proposer B, and that each action

uniquely identifies a next state in the system. The function that returns this next state determin-
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istically is called simulate(s,a). Thus, given the state s and the action a, the next state s′ has the

following probability:

Pa(s, s′) =

{

0 s′ 6= simulate(s, a)
1 s′ = simulate(s, a)

The probability that the next state is s′ given that the current state is s hence corresponds to

P(s, s′) =
∑

a

P (B(s) = a)Pa(s, s′)

3.5 Algorithms

Once the state, action space and the reward function have been defined, we can now employ various

RL learning algorithms in order to learn the optimal policy (or near optimal) for arriving in MAP

configuration when the system is initiated in some arbitrary configuration.

Before specifying the details of the algorithms, we go back to the problem that we noted in

Section 3.3. Recall that at test time we do not have access to the ground truth labels and thus the

reward signal is not available. We propose two different solutions to address this problem, however

only the second approach has been investigated and experimented in this document:

• Approximate a generalizable reward function during training: in this approach at training

time we only focus to learn a generalizable reward function using a linear function approximator.

This step can be performed using SamleRank algorithm and the reward function as the perfor-

mance metric (which is available at training time). At test time, we use the learned reward function

(which hopefully generalizes in the test domain) and use RL methods with function approximation

to compute the optimal policy. Note that the feature vectors used for computing the value function

at test time does not need to be identical to the feature vector used for approximating the reward

function at training time.

• Perform policy search using a learned generalizable value function: in this approach at train-

ing time we directly use RL learning algorithms with function approximation for learning a gen-

eralizable value function. At test time, we perform a policy search on top of the learned value

function (which hopefully generalizes in the test domain) in order to compute a hill-climbing pol-

icy (note that in this approach we ignore the immediate reward since our goal is to always climb the

optimal value function). Our proposed algorithm builds on Watkin’s Q(λ) algorithm described in

[28, 27]. This algorithm, combines the Q-Learning and the temporal difference learning [20] and

guarantees convergence in the table lookup case. Although no theoretical convergence guarantees

exist for Q(λ) with functional approximation, it has been found to be useful in practice.

Our algorithm slightly modifies Watkin’s Q(λ) algorithm in that we need to include a proposer.

Note how a proposer B is incorporated in the algorithm to generate sample actions in every state

(steps 5 and 23 in the algorithm). The function simulate(s, a) simply generates a state as a result

of executing the action a in state s without changing the current state of the system.
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Algorithm 1 Modified Watkin’s-Q(λ) for Learning in Factor Graphs

1: Input: Performance metric F , proposer B

2: Initialize
−→
θ and −→e =

−→
0

3: repeat {For every episode}
4: s← random initial clustering

5: Sample n actions a← B(s); collect action samples in AB(s)
6: for samples a ∈ AB(s) do

7: s′ ← Simulate(s, a)

8: φ(s, s′)← set of features between s, s′

9: Q(s, a)←
X

φi∈φ(s,s′)

θ(i)φi

10: end for

11: repeat {For every step of the episode}
12: if with Probability (1− ǫ) then

13: a← arg maxa′ Q(s, a′)
14: s′ ← Simulate(s, a)

15: −→e ← γλ−→e
16: else

17: Sample a random action a← B(s)
18: s′ ← Simulate(s, a)

19: −→e ←
−→
0

20: end if

21: ∀φi ∈ φ(s, s′) : e(i)← e(i) + φi {Accumulating eligibility traces}
22: Observe reward r = F(s)−F(s′)
23: δ ← r −Q(s, a)
24: Sample n actions a← B(s′); collect action samples in AB(s′)
25: for samples a ∈ AB(s′) do

26: s”← Simulate(s′, a)

27: φ(s′, s′′)← set of features between s′, s′′

28: Q(s′, a)←
X

φi∈φ(s′,s′′)

θ(i)φi

29: end for

30: a← arg maxa′ Q(s′, a′)
31: δ ← δ + γQ(s′, a)

32:
−→
θ ←

−→
θ + αδ−→e

33: s← s′

34: until end of episode

35: until end of training

Evaluation of the value function for a state, which is the maximum Q-value over all the next

possible states, is difficult to calculate. As mentioned before, it is not possible to calculate it exactly

for most proposers since the number of next possible states is too large to enumerate. Instead, a

fixed number of samples have to be taken. Increasing the number of samples reduces the error due

to sampling, but severly restricts the number of steps that can be taken, while reducing sampling

causes Q-values to converge extremely slowly. The optimal balance is found by trail and inspection.

At training time, each episode runs for a fixed number of steps. The state of each episode is

initialized to a random configuration. This ensures that the learned policy is robust, and can escape

local minimas. During inference on test data, the state is initialized to a configuration that could be

a local minima of a less sophisticated technique like SampleRank, or it could simple initialization

(for example, the singleton clustering in the coreference domain). There are no rewards during
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inference; the policy that is greedy with respect to the learned Q-values is followed.

At test time we do not have access to the ground truth labels and thus the reward signal is not

available. Since the value function represents the expected discounted reward for each action, we

choose the action that maximises our value function as the next state. Being greedy with respect to

the current value function in the absense of rewards is used in policy improvement (Section 5.3 in

[21]), and was also used during testing in [32].

4 Applications to clustering problems in CRFs: an ontology matching

case study

Up to this point we have described a framework for learning and inference in general factor graphs

with reinforcement learning. The purpose of this section is to provide evidence that this approach

can be used tractably on real-world problems that can be modeled by factor graphs. Specifically,

we describe how to model clustering tasks with conditional random fields and then demonstrate

how to perform the learning and inference within our reinforcement learning framework.

Many tasks in information extraction can be viewed as a clustering problem (for example,

coreference [15, 7] and scheme matching [29]). In this section, we discuss the problem of ontology

matching, which requires that the concepts in a source ontology are mapped to equivalent concepts

in a target ontology. For example, the conceptsFirstName and LastName from the source ontology

might map to the concept FullName in the target. We frame this task as a clustering problem from

which matchings can be extracted; intuitively, concepts in the same cluster all map to each other.

A conditional random field can be applied to model this problem as follows. Observed variables

X are simply the observed concepts in an ontology. Hidden variables Y are binary variables

indicating whether or not a set of concepts all map to each other. Then, factor functions take a set

of X variables xi ∈ P(X) and a corresponding binary Y variable yi. Then the form of the factors

are:

ψ(xi, yi) = exp(
∑

k

f(xi, yi)θi)

Since factors are defined over any non-empty member of the powerset of X , there are an

exponential number of factors and corresponding hidden variables Y . Such a model cannot be fully

instantiated in memory, and thus we must take advantage of the diff structure discussed in Section 2.

Since states in our reinforcement learning approach are complete settings to the Y variables, and

since our feasible region is all possible clusterings, we have that there are B(|Y |) = B(P(X))
possible states, where mathcalB(n) is the nth Bell number. That is, the number of states is the

Bell of the powerset of the number of concepts in the data. We demonstrate thatour reinforcement

learning approach is capable of dealing with the combinatorial blow-up in both the size of the

model, and the number of possible states.
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4.1 Data Set

For the ontology mapping experiments we use the publicly available course catalog and company

profile datasets. The entire corpus is obtained from the Illinoise Semantic Integration Archive

(ISIA) 1 and contains both the company profile and course catalog domains. The course catalog

domain contains a hierarchical representation of classes from Cornell and University of Washington

(see Figure 5). There are a total of 104 concepts and 11317 data instances; Cornell contributes 54

concepts and 4360 instances while Washington contributes 50 concepts and 6957 instances. Data

instances instantiate the leaf concept nodes only; the maximum number of instances in a particular

leaf is 214, and the mininum is five. The matching across Cornell and Washington is dominated by

links between two concepts (49), and contains just three alignments with more than two concepts.

Basic Materials Consumer Cyclical Services

Advertising Personal Services

Photography

TiresJewelry Silverware

Security Systems

Services

Utilities

Diversified_Services Utilities

Personal Services

Photographic Equipment

and Supplies

and Clocks

Jewelry Watches

Consumer Products

Durables

Company Index

(Yahoo)

Company Index

(Standard)

... ...

... ... ...

...

... ...

...... ...

...

...

Security Protection

Producs and Services

Sporting Goods Marketing and Public Relations

Figure 4: An example that demonstrates some of the challenges when aligning two ontologies in

company profile domain. the arrows denote the subsumption relationship.

The company profile domain contains a hierarchical representation of companies, industries,

and sectors (see Figure 5 for an example). This domain is larger than the course catalog having

219 concepts and 23139 data instances. Yahoo contributes 102 concepts and and the Standard

contributes 117. On average there are more instances per leaf than course catalog; the leaf with the

most instances is 656 the least is 1, and the average is 540.

In each domain, labeled data consists of many-to-one mappings of a source ontology to the

target ontology. Every mapping is also tagged with a confidence value (between zero and one)

which demonstrates the confidence of the human labeler when creating the ground truth. Note

that in this data set every concept from a source ontology is exclusively mapped to a concept in

1http://anhai.cs.uiuc.edu/archive
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Courses

College of Arts and Sciences

Slavic Languages

and Literature

Biology

Courses

College of Arts and Sciences

Russian Mathematics

Company Index

Basic Materials

Paper Products Gold, Silver

Company Index

Manufacturing

Paper and Paper

products

Metal Fabrication

courses
courses courses courses

companies companies
companies

companies

Figure 5: Examples of both ontology alignment domains. The top half gives an example of an

alignment for a portion of the taxonomy trees of University of Washington (left) and Cornell Uni-

versity (right). Instances in this domain are courses such as “Russian Literature 100”. The bottom

half of the figure is an example of an alignment from the Yahoo (left) and The Standard (right).

In this domain instances are names of companies that deal with the corresponding concepts, for

example ”HammerMill” makes paper. The arrows indicate the subsumption relation.

the target ontology. This constraint in the data-sets would create many low-confidence mappings

which would impact the performance of the systems that would allow for rejection decisions in

cases where there does not exist a concept in the target domain for a concept in the source ontology.

In fact as we will see in §4.4 the relatively large noise in company profile ground truth labels (59%
of the ground truth mappings were generated with a confidence below 50%) causes a degradation

in the performance of the system.

4.2 Features

We use first-order logic clauses to express our features. These clauses allow us to aggregate pair-

wise comparisons into representations of entire sets (mappings). Most of our extractors take two

concepts as arguments and produce a binary or real-valued result. Binary results are aggregated

universally and existentially whereas real-valued features are aggregated with functions such as

max, min, and average. A list of our binary-valued feature aggregations is:

• Forall ∀ quantifier in first order logic

• Exists ∃ quantifier in first order logic

• Average average number of times the feature is on

•Majority true if the feature is true for a majority of pairs in the cluster

•Minority true if the feature is inactive for a minority of pairs in the cluster

• Bias true if the pairwise extractor is relevant for a mention (for example, not all citations have

volume numbers, rendering a pairwise comparison of “does volume numbers match” irrelevant)
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Features for concept compatibility

Description real/bool

TFIDF Cos distance between concepts real

TFIDF Cosine distance between instances real

Substring match boolean

Features for structural dependencies

Description real/bool

Concepts are within n tree-levels boolean

Parents are mapped boolean

Number of children mapped real

Number of siblings mapped real

Table 1: Pairwise feature extractors

Additionally, the following summarizes the types of aggregations used for real-valued extractors:

• Average the average of all pairwise comparisons

•Max the maximum value encountered in a cluster

•Min the minimum value encountered in a cluster

• Histogram bins the above real-valued aggregations placed in bins

Our features can be organized into features over concepts, instances, and taxonomy tree struc-

ture. Features involving concepts are binary valued substring matches or real-valued TFIDF cosine

distances. Similarly, cosine distances are used between instances. We also incorporate a variety

of features that examine the labels (mappings) of parents, children, and siblings. See Table 1 for

a complete list. Features involving concepts are binary valued substring matches or real-valued

TFIDF cosine distances between tokens in the concept name. Features over instances examine

the actual data records themselves; for example, TFIDF cosine distance between the text of the

instances (an entire company name is considered a token in the company profile dataset). Features

that enforce structural constraints examine the labels (mappings) of their parents, children, and

siblings. See Table 1 for a full list of feature extractors.

4.3 Systems

In this section the performance of the reinforcement learning approach to MAP inference is evalu-

ated and compared with the stochastic and greedy alternatives. In particular, we directly compare

to the following systems:

• Greedy Agglomerative (GA): the CRF parameters are learned by training independent lo-
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Course Catalog Company Profile

F1 Precision Recall F1 Precision Recall

RL 94.3 96.1 92.6 84.5 84.5 84.5

SR 92.0 88.9 76.3 81.5 88.0 75.9

GA 89.9 100 81.5 81.5 88.0 75.9

GLUE 80 80

Table 2: pairwise-matching precision, recall and F1 on the course catalog dataset

gistic regression classifiers in a piecewise fashion. Inference proceeds as described in Section 2.1

by initializing with singletons and greedily merging the highest scoring clusters until the stopping

criterion is met (we use τ = 0.5, a natural choice since this is the decision boundary of the classi-

fier).

• SampleRank with Metropolis-Hastings (SR): this system trains the model using the Sam-

pleRank method described in Section 2.1 and performs Metropolis-Hastings sampling for inference

using a proposal distribution that modifies a single variable at a time.

•Reinforcement Learning (RL): this is the system introduced in the paper that trains the CRF

with delayed reward using Q(λ) to learn state-action returns. The actions are derived from the same

proposal distribution as used by our Metropolis-Hastings (SR) system (modifying a single variable

at a time); however it is exaustively applied to find the maximum action. We set the RL parameters

as follows: α=0.00001, λ=0.9, γ=0.9

• GLUE: in order to compare with the state of the art on the this dataset, we use the GLUE

system [8].

In these experiments SampleRank was run for twenty episodes and 10,000 steps per episode,

while reinforcement learning was run for twenty episodes and 200 steps per episode. SampleRank

was run for more steps since it observes only a single action sample at each step, while RL computes

the action with the maximum value at each step by observing a large number of samples.

4.4 Results

Table 2 compares pairwise-matching F1 scores of the three systems on the course catalog and

company profile dataset. We also compare to another a state of the art system, GLUE [8]. Both

SampleRank (SR) and reinforcement learning (RL) underwent ten training episodes initialized

from random configurations; during MAP inference we initialized SampleRank and reinforcement

learning to the state predicted by greedy agglomeraive clustering. Both SampleRank and reinforce-

ment learning were able to achieve higher scores than greedy; however, reinforcement learning

outperformed all three systems with an error reduction of 28% over SampleRank, 71% over GLUE
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and 48% over the previous state of the art (greedy agglomerative inference on a conditional random

field). Reinforcement learning also improves over greedy agglomerative and SampleRank and on

the company profile dataset.

After observing the improvements obtained by reinforcement learning, we wished to test how

robust the method was at recovering from the local optima problem described in the introduction

in comparison to its stochastic cousin. To gain more insight, we designed a separate experiment to

compare SampleRank and reinforcement learning more carefully.

In this second experiment we test the parameters learned by SampleRank and reinforcement

learning by initializing the testing corpus to random configurations and then performing inference.

Intuitively, this region of the configuration space may contain many local optima making inference

challenging. We generate a set of ten random configurations from the test corpus and run both

algorithms, averaging the results over the ten runs. The first two rows of Table 3 summarizes this

experiment. Even though reinforcement learning’s policy requires it to be greedy with respect to

the q-function, we observe that it is able to better get out of the random initial configuration than

the Metropolis-Hastings method (learned with SampleRank). This is demonstrated in the first rows

of Table 3. Although both systems perform worse than the above experiment when initialized form

an arbitrary point in the feasible region, reinforcement learning does much better in this situation,

indicating that the q-function learned is fairly robust and capable of generalizing to random regions

of the space.

After observing SampleRank’s tendency to get stuck in regions of lower score than reinforce-

ment learning we test RL to see if it would fall victim to these same optima. In the last two rows of

Table 3 we record the results of re-running both reinforcement learning and SampleRank from the

configurations SampleRank became stuck. We notice that RL is able to climb out of these optima

and achieve a score comparable to our first experiment. SampleRank two is able to progress out of

the optima, demonstrating that the stochastic method is capable of overcoming optima, but perhaps

not as quickly on this particular problem.

F1 Precision Recall

RL on random 86.4 87.2 85.6

SR on random 81.1 82.9 79.3

RL on SR 93.0 94.6 91.5

SR on SR 84.3 87.3 81.5

Table 3: Average pairwise-matching precision, recall and F1 over ten random intialization points,

and on the output of SR after 10,000 steps.

5 Conclusions and Future Work

We proposed an approach for solving the MAP inference problem in large factor graphs using

reinforcement learning. RL allows us to evaluate jumps in the configuration space based on a value
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function that optimizes the long term improvement in model scores. Hence – unlike most search

optimization approaches – the system is able to move out of local optima while aiming for the MAP

configuration. Benefitting from log linear nature of factor graphs such as CRFs we are also able to

employ well studied RL linear function approximation techniques for learning generalizable value

functions that are able to provide value estimates on the test set. Our experiments over a real world

domain shows impressive error reduction when compared to the other approaches.

A number of questions and open issues that remain to be addressed and many interesting future

directions in which this work can be extended. First, there are many non-linear functional approx-

imators, like neural networks, that can be used instead of the linear approximator. Second, this

domain contains a very large action space that requires a large number of samples to find the best

action. Methods that are robust to smaller number of samples shall be explored. Since our objective

is to learn a policy, and not necessarily to maximise the reward or learn the value function, policy

search methods also are a good candidate to try as they provide stronger theoretical guarantees

with functional approximation, and learn the policy directly. Finally, by solving large factor graphs

efficiently, this approach opens up a large number of domains previously considered intractable.
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