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ABSTRACT

Search algorithms incorporating some form of topmdel have a
long history in information retrieval. For examplduster-based
retrieval has been studied since the 60s and lcastig produced
good results in the language model framework. Apra@gch to
building topic models based on a formal generativedel of

documents, Latent Dirichlet Allocation (LDA), is d&aly cited in

the machine learning literature, but its feasipilitand

effectiveness in information retrieval is mostlykaown. In this
paper, we study how to efficiently use LDA to impeoad-hoc
retrieval. We propose an LDA-based document modtlinvthe

language modeling framework, and evaluate it oresdVIREC
collections. Gibbs sampling is employed to condaymproximate
inference in LDA and the computational complexiyainalyzed.
We show that improvements over retrieval using telubased
models can be obtained with reasonable efficiency.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval Retrieval models

General Terms
Theory, Experimentation

Keywords
Information Retrieval, Language Model, Latent
Allocation (LDA), Topic Model, Document Model.
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1. INTRODUCTION

Representing the content of text documents is ticakripart of
any approach to information retrieval (IR). Typlgaldocuments
are represented as a “bag of words”, meaning tfetmords are
assumed to occur independently. To capture impbrtan
relationships between words, researchers have sedpo
approaches that group words into “topics”. Techagwsuch as
word clustering and document clustering have besea fior many
years to enhance document representations. Wordeon
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clustering, for example, was studied in the 60sa(8p Jones,
1971). The well-known Latent Semantic Indexing (L&chnique
was introduced in 1990 (Deerwester et al, 1990)revtecently,
Hoffman (1999) described the probabilistic Latergnfantic
Indexing (pLSI) technique. This approach uses enlavariable
model that represents documents as mixtures ofgopilthough
Hoffman showed that pLSI outperformed LSI in a vectpace
model framework, the data sets used were small aod
representative of modern IR environments. Spedificahe
collections in these experiments only containecgwa thousand
document abstracts.

Using topic models for document representation alae
recently been an area of considerable interestichine learning.
Latent Dirichlet Allocation or LDA (Blei et al, 2@), has quickly
become one of the most popular probabilistic texideting
techniques in machine learning and has inspireceries of
research papers (e.g., Girolami and Kaban, 2005;eTal, 2004).
LDA has been shown to be effective in some textesl tasks
such as document classification, but the feagjbil&ind
effectiveness of using LDA in IR tasks remains riyoshknown.
Possessing fully generative semantics, LDA poténtia
overcomes the drawbacks of previous topic modeth s pLSI
(Hoffman, 1999). Language modeling (Ponte and Crb®98;
Berger and Lafferty, 1999), which is one of the tnpepular
statistically principled approaches to IR, is alsogenerative
model, motivating us to examine LDA-based document
representations in the language modeling framework.

The LDA approach will be compared with an appro#eit
builds topic models using document clusters, knownthe
machine learning literature as the mixture of usmngs model
(McCallum, 1999). Liu and Croft (2004) showed tld@icument
clustering can improve retrieval effectiveness lre tanguage
modeling framework. Retrieval based on cluster n&¢eferred
to here as cluster-based retrieval) performed sterdly well
across several TREC collections, and significanpraiements
over document-based retrieval models were reportedthe
language modeling framework, the cluster-basedctopodels
were used to smooth the probabilities in the doeumeodel (Liu
and Croft, 2004). As a much simpler topic moded thixture of
unigrams model generates a whole document from top&
under the assumption that each document is retategactly one
topic. This assumption may, however, be too simpleffectively
model a large collection of documents. In contraB¥A models a
document as a mixture of multiple topics.

Given the potential advantages of LDA as a genarati
model of documents, and the encouraging resulté wipic
models in previous work, we carried out a detadedluation of



the effectiveness of LDA-based retrieval in largalections.
Azzopardi et al. (2004) also discussed the apjptinatof LDA

models and reported inconclusive results on severahll

collections. In this paper, we propose an LDA-badedument
model for IR, evaluate it on TREC collections, adibcuss
efficiency issues. In Section 2, we discuss relatedk in topic
model based retrieval, including pLSI and the dushodel. We
present the new retrieval model based on LDA intiSec, and
compare the complexity of LDA with the clusterintyaithms
used in Liu and Croft (2004) in Section 4. We tlisscribe the
data sets and experimental methods in Section HrieRal

performance is discussed in Section 6. Finally, tiSec7

concludes and discusses possible directions fardutork.

2. RELATED WORK

2.1 Probabilistic Latent Semantic Indexing
(pLSI)

The probabilistic Latent Semantic Indexing modehich was
introduced by Hoffman (2003) quickly gained accep&ain a
number of text modeling applications. pLSI, alsethan aspect
model, is a latent variable model for general couoence data
which associates an unobserved class (topic) Jariafth each
observation (i.e., with each occurrence of a wotdje roots of
pLSI go back to Latent Semantic Indexing/Analyfieérwester
et al, 1990). pLSI was designed as a discrete eqoantt of LS| to
provide a better fit to text data. It can also kgarded as an
attempt to relax the assumption made in the mixéfirenigrams
model that each document is generated from a single. pLSI
models each document as a mixture of topics. Thiewing
process generates documents in the pLSI model:

1) Pick a topic mixture distributioR(.|d) for each document,

2) Pick a latent topiz with probability P(z|d) for each word
token,

3) Generate the word token w with probabilR{w|2).

The probability of generating a documehtas a bag of words
W,.. Wy, (N, is the number of words of documeft is:

K

P(w,..wy, ) = ﬁ

1=1 z=

P(w [DP(z[d) (@)

Hoffman (1999) applied pLSI to retrieval tasks lie tVector
Space Model framework, albeit on small collectidds.exploited
pLSI both as a unigram model to smoothen the eogirvord
distributions and as a latent space model to peowad low-
dimensional document/query representation. Sigaitly better
retrieval performance over the standard term matchmethod
based on the raw term frequencies and Latent S&rladexing
(LSI) was reported on all four collections, whiobntained 1033,
1400, 3204, and 1460 document abstracts. The simgoth
parameter was optimized by hand for each collection

Although large improvements were reported, theecbibn
sizes and the document lengths in the collectioesfar from
representative of realistic IR environments, makingthe
effectiveness of the mixture-of-topics model on t&sks still
unclear. In addition, the baseline retrieval models far from
state-of-the-art. The pLSI model itself has a peablin that its

generative semantics are not well-defined (Bleale2003); thus
there is no natural way to predict a previouslyeaamsdocument,
and the number of parameters of pLSI grows linearth the

number of training documents, which makes
susceptible to overfitting.

2.2 Cluster-based Retrieval

The cluster model, also known as the mixture ofjtarns model,
has been well examined in IR research. In the etusiodel, it is
assumed that all documents fall into a finite sktkoclusters
(topics). Documents in each cluster discuss a quaati topicz,
and each topiz is associated with a multinomial distribution
P(w|2) over the vocabulary. The process of generatidgcament

d(W,...W, ) in the cluster model is as follows:
1 Ng

1) Pick a topicz from a multinomial distribution with parameter
7

2) Forj= 1..N,, pick word w, from topicz with probability
P(w, |2).

The overall likelihood of observing the documerftom the
cluster model is:

P(W,.. w0 ) = ip(z)ﬁ P, 12) @

z=1

One of the parameter estimation methods for thauraxof
unigrams model is to cluster documents in the ctibe into K
groups and then use a maximum likelihood estimatgia model
P(w|z)for each cluster. Liu and Croft (2004) adopted thiethod
with a K-means clustering algorithm. They incorgeda the
cluster information into language models as smoagthi

N N
P(w|D)=—9—P D)+ (1-—2¢
WID) == P WD)+ =

d d

yP(w|clustey (3)
U

With the new document model they conducted experignen
several TREC collections, finding that cluster-thsetrieval
performs  consistently  across  collections.  Significa
improvements over document-based retrieval ardradata

The cluster model possesses fully generative secsanut
the assumption that each string (document) is géegrfrom a
single topic is limiting and may become problemétic long
documents and large collections.

3. LDA-BASED DOCUMENT MODEL

3.1 Latent Dirichlet Allocation

As we described in Section 2.1, the pLSI model &gsoblem
with inappropriate generative semantics. Blei et @O003)
introduced a new, semantically consistent topic ehotlatent
Dirichlet Allocation (LDA), which immediately attcaed a
considerable interest from the statistical macHeerning and
natural language processing communities. The bgeierative
process of LDA closely resembles pLSI. In pLSI, ttopic
mixture is conditioned on each document. In LDAe ttopic
mixture is drawn from a conjugate Dirichlet pribat remains the
same for all documents. The process of generatiogrpus is as
follows (we consider the smoothed LDA here):

the model



1) Pick a multinomial distributiory, for each topicz from a
Dirichlet distribution with parametef ;
2) For each documerd, pick a multinomial distributiong!d

from a Dirichlet distribution with parameter ,

3) For each word tokenw in documentd, pick a topic
z[O{1...K} from the multinomial distributiorg, ,

4)  Pick wordw from the multinomial distribution, .

Thus, the likelihood of generating a corpus is:

P(Dog,...Dog, |a,5)
: N N & (4)
=[[[]P@1 B[ ]P@: 1] | 2P@ 9P |z @)dodg

1=1z=1

The LDA model is represented as a probabilistiqplgical
model in Figure 1.

Compared to the pLSI model,
consistent generative semantics by treating théc topixture

distribution as &-parameter hidden random variable rather than a

large set of individual parameters which are expjidinked to
the training set; thus LDA overcomes the overfigtproblem and
the problem of generating new documents in pLSI.

Compared to the cluster model, LDA allows awdoent to
contain a mixture of topics, relaxing the assumptioade in the
cluster model that each document is generated fooiy one
topic. This assumption may be too limited to effiezlyy model a
large collection of documents; in contrast, the LBwdel allows
a document to exhibit multiple topics to differedegrees, thus
being more flexible.

@_
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Figure 1. Graphical model representation of LDA. K is the
number of topics; N is the number of documents; Ny is the
number of word tokensin document d.

3.2 LDA-based Retrieval

The basic approach for using language models fas ilRe query
likelihood model where each document is scorechiylikelihood
of its model generating a quegy

PQID) = []P@ID) )

where D is a document mod&), is the query andj is a query
term in Q. P(Q|D) is the likelihood of the document model

LDA possesses fully

generating the query terms under the ‘bag-of-woedsumption
that terms are independent given the documeptg, |D) is

specified by the document model with Dirichlet siiing (Zhai
and Lafferty, 2001),

)P, (wicoll)y (©)

P(W|D) = R, (w|D) + (-
Ny +u Ny +u
whereP’(w|D) is the maximum likelihood estimate of word w in
the documentD, and P’(wj|coll) is the maximum likelihood
estimate of wordw in the entire collectiony is the Dirichlet

prior, and in our reported experiments we usededfivalue with
M =1000 since the best results are consistently mddaiith this

setting.

Document modeling (estimatiigw|D)) is crucial to retrieval.
Compared to the standard query likelihood modelALdifers a
new and interesting framework to model documentsvéver, as
in other topic models, a topic in the LDA model nesents a
combination of words; and it may not be as precise
representation as words in non-topic models like timigram
model. Therefore LDA itself (commonly used with eatively
limited number of topics) may be too coarse to $eduas the only
representation for IR. Indeed, our preliminary ekpents show
that directly employing the LDA model hurts retrav
performance. So, we instead combine the origir@iuthent
model (Egn. 6) with the LDA model and constructeavnLDA-
based document model. Motivated by the significant
improvements obtained by Liu and Croft (2004), wenfulate
our model through a linear combination obtainedire of the
following ways: (a) linearly combining the originalocument
model and LDA, which is illustrated in (7), (b) atikly
combining the LDA model with the maximum likelihoedtimate
of wordw in the documenb, and (c) combining the LDA model
with the Dirichlet smoothing part, i.e. the maximuikelihood
estimate of wordv in the entire collection. Option (c) is similar to
the combination used in Liu and Croft (2004). Alétinods have
empirically shown similar performance with apprepei
parameters, and we will only report results of @pt{a) which
performs slightly better in our experiments (parsmeetting in
our paper is for (a); it may be necessary to adjusind 4 in (b)
and (c)).

N N
PR (WD) + (-
Ny +u Ny +u

+ (L= A)Rs(w|D) @)

P(w|D) = A( )Py (W] coll))

The LDA model has a new representation falogaument
based on topics. After we get the posterior esgmafd and
¢ . we can calculate the probability of a word inawament as

following, .

Ria(W1d.8,0) = 3 P(W|2,9)P(216,d) (®)
z=1

where § and ¢ are the posterior estimates & and ¢

respectively.

The LDA model is very complex and cannot lodved by
exact inference. There are a few approximate infeeéechniques
available in the literature: variational methodde{Bet al, 2003),
expectation propagation (Griffiths and Steyver)480and Gibbs



sampling (Geman and Geman, 1984; Griffiths and \&ey
2004). We use Gibbs sampling and the approximatfod and
(5 can be obtained directly. From a Gibbs sample, use

(N +8,)13" (0, +5,) 1O approximatep and () +a,)/

o

ZT (N +q,) to approximate @ after a certain number of
t=1%

iterations (burn-in period) being accomplished, wheﬁiwwf is the

number of instances of worgy, assigned to topiz=j, not

including the current tokeny and 3 are hyper-parameters that

determine how heavily this empirical distributiom $moothed,
and can be chosen to give the desired resolutigharresulting
distribution, nﬁ“j) is the number of words in documedlt (the

document that tokem belongs to) assigned to topi=j, not

including the current token. ThLEV n(iwj is the total number of
v=1

words assigned to topic=j; and ZTan‘wg is the total number of
t= -1,

words in document d, not including the current ¢@dffiths and
Steyvers, 2004). Thus (7) will be
Nd

PW| D) = A(~

. _ Ny
'UP(W|D)+(1 W)P(W|coll))
K e (d)
O S I BN Vil
S +6) D

Although Eqn.(9) involves the approximated postedistribution
using one Gibbs sample, we can use the samples diffenent
Markov chains with different initializations. Ourxgeriment
shows that using multi-Markov chains is useful. tBe actual

(w)

C)

+a,)

value of p_(w|D)we used is an average of the ones from several

Markov Chains.

3.3 Complexity

Complexity is often a big concern for topic moddisien the
simple cluster model suffers from potentially higbmputational
costs. Liu and Croft (2004) used a three-pass Kamedgorithm
primarily motivated by its efficiency. They showetlat the
running time for each pass/iteration grows lineawjth the
number of documentsNj and the number of classeK)( i.e.,
O(KN). Roughly speaking, the complexity of each iteratd the
Gibbs sampling for LDA is also linear with the nuenbof
topics/clusters and the number of documents, wisietisoO(KN).
Due to the large sizes of document collections,give a more
detailed analysis.

The time-consuming part of the Gibbs sampling & DA
model is linear withl, K and N * Nt, wherel is the number of

iterations, K is the number of topicsN is the number of
documents ancﬂt is the average number of tokens in one

document. In K-means clustering algorithm, the cotagon is
linear with I, N, and K * NW , where | is the number of

passes/iterations, anﬁW is the average number of unique terms
in one cluster. (We use the average numbﬁ[s,and NW,

instead of the corresponding sums to make the vidtig
comparison easier.)

To compare the running time of these two algorithmes
compare realistic values of these items.

(1) K: The selected number of topids)(in the LDA model is
generally less than the selected number of topicstérs in the
cluster model because in the LDA model topics canmixed to
represent one document, but in the cluster model dotument
can based on only one topic.

(2) I: Thenumber of iterations (l) will probably have a large
value in the LDA algorithm. In Liu and Croft (2004he number
of iterations for K-means is 3. Such a sniadloes not work well
for Gibbs sampling in the LDA model. The selectmf is very
important to make sure that the Markov chains resaghilibrium.
In Section 4.3.1, we show th‘t;{tI = 30 ~ 50 is reasonable in our

experiments.

3) N{ VS. NW: It is hard to make an assertion about the

relationship of these two items, especially singe is highly

related to the selection dfk. While in our experiments and
settings, the number of unique terms in a clustesften larger
than Nt since one cluster often contains quite many dociisne

The above comparison shows that the efficiencyheftvo
algorithms is similar. In experiments, we also fitisht the
difference in running times between LDA and K-me&ngivial.
Based on our experience based on using severabllBctions,
these two algorithms are comparable in computaltioosts and
there is no clear evidence showing that one algoris obviously
more efficient.

4. EXPERIMENTSAND RESULTS
4.1 Data

We conducted experiments on five data sets takam fFREC:
the Associated Press Newswire (AP) 1988-90 wittrigaes1-150,
Wall Street Journal (WSJ) 1987-92 with queries B0-and 151-
200, Financial Times (FT) 1991-94 with queries 3@D, San
Jose Mercury News (SIJMN) 1991 with queries 51-%65G] LA
Times (LA) with queries 301-400. Queries are talem the
“title” field of TREC topics. Relevance judgmentedaken from
the judged pool of top retrieved documents by weavio
participating retrieval systems from previous TRE@hferences.
Queries that have no relevant documents in theeddgpol for a
specific collection have been removed from the get for that
collection. Statistics of the collections and quseys are given in
Table 1.

These five collections, including the queeyssand relevance
judgments, were the same as used by Liu and C2004) in
order to compare LDA-based retrieval with clustasdd retrieval.
The only difference between the two experimentttirggs is that
we left out the Federal Register (FR) collection tiwo reasons:
(1) The query set of this collection contains oplyvalid querie’
(the query sets of other collections contain aro@f6 (>=94)
valid queries); (2) In these 21 valid queries theme six that have
only one relevant document in the collection angstimay cause
biased results.

L «valid queries” means queries that have relevansd



Table 1. Statistics of data sets

. . . # of Queries with
Collection Contents #of dos | Size Queries Relevant Docs

Associated Press TREC topics 51-150

AP newswire 1988-90 242,918| 0.73Gb (title only) 99
Financial Times TREC topics 301-40(

FT 1991-94 210,158| 0.56Gb (title only) 95
San Jose Mercury TREC topics 51-150

SIMN News 1991 90,257 | 0,29Gb (title only) 94

LA LA Times 131,896| 0.48Gb| | REC topics 301-40( 08

(title only)

Wall Street TREC topics 51-100 &

WSJ Journal 1987-92 173,252| 0.51Gb 151-200 (title only) 100

4.2 Parameters

There are several parameters that need to be deéztrm our
experiments. For the retrieval experiments, thep@rgon of the
LDA part in the linear combination must be spedifiel in (6)).
For the LDA estimation, the number of topics mustdpecified,;
the number of iterations and the number of Markbairs also
need to be carefully tuned due to its influencgerformance and
running time. We use the AP collection as our tregjrcollection
to estimate the parameters. The WSJ, FT, SJMN, laiAd
collections are used for testing whether the patarseptimized
on AP can be used consistently on other collectidktsthe
current stage of our work, the parameters are welethrough
exhaustive search or manually hill-climbing seavsh parameter
values are tuned based on average precision stieeval is our
final task. The parameter selection process, imctuthe training
set selection, also follows Liu and Croft (2004) nwake the
results comparable. Mean average precision is aséke basis of
evaluation throughout this study.

We use symmetric Dirichlet priors in the LI2Atimation with

for IR purposes. Furthermore, we hat@nd yin our model to

adjust the influence of the LDA model. For examjiiehe LDA
estimation is coarse, we may reduce the smootheighand let
the LDA estimation share a part of smoothing.
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Figure 2. Retrieval results (in average precision) on AP with
different number of iterations. K=400; A =0.7; 1 Markov

a=50/K and 8 =0.01, which are common settings in the chain.

literature. Our experience shows that retrievalltssare not very
sensitive to the values of these parameters.

4.2.1 LDA Estimation

Document models consisting of mixtures of topidse pLSI and
LDA, have previously been tested mostly on smdlkections due
to their relatively long running time. From Secti83 it is shown
that the iteration number in LDA estimation plays ienportant
role in its complexity. Generally, more iteratiomeans that the
Markov chain reaches equilibrium with higher proiigh and
after a certain number of iterations (burn-in pdyithe invariant
distribution of the Markov chain is equivalent tbet true
distribution. So it would be ideal if we could takamples right
after the Markov chain reach equilibrium. Howevier practice,
convergence detection of Markov chains is stillopen research
guestion. That is, no realistic method can be egptin the large
IR collections to determine the convergence of tiain.
Researchers in the area of topic modeling tendsw® ai large
number of iterations to guarantee convergence. Memyen IR
tasks it is almost impossible to run a very largember of
iterations due to the size of the data set. Besiddmely tuned
topic model does not naturally mean good retrigp@aformance.
Instead, a less accurate distribution of topics tr@agood enough

Average Precision

1 2 3 4 5 6 7 8 9 10
Number of Markov Chains

Figure 3. Retrieval results (in average precision) on AP with
different number of Markov chains. K=400; A =0.7; 30
iterations.

In order to get a good iteration number thatffective for IR
applications, we use the AP collection for trainirand
maximizing the average precision score as the agditon
criterion since it is our final evaluation metrM/e try different
iteration numbers, and also do experiments withfersht
numbers of Markov chains, each of which is inigai with a



different random number, to see how many chainsaegled for
our purposes. The results are presented in Figamrd2Figure 3,
respectively. After 50 iterations and with more rth& Markov
chains, performance is quite stable, so we usethalsies in the
final retrieval experiments. The running time ofcleateration
with large topic numbers can be expensive; 30 titara and 2
chains are a good trade off between accuracy amcimg time,
and these values are used in the parameter-sgleptperiments,
especially when selecting a suitable number ofcgpi

Selecting the right number of topics is also iemportant
problem in topic modeling. Nonparametric modelse lithe
Chinese Restaurant Process (Blei et al, 2004; Tah 2004) are
not practical to use for large data sets to autmalt decide the
number of topics. A range of 50 to 300 topics sidglly used in
the topic modeling literature. 50 topics are oftesed for small
collections and 300 for relatively large collecsomvhich are still
much smaller than the IR collections we use. Wédl known that
larger data sets may need more topics in generdl, ifis
confirmed here by our experiments with differenfues of K
(100, 200, ...) on the AP collectioK=800 gives the best average
precision, as shown in Table 2. This number is nash than the
corresponding optimaK value (2000) in the cluster model (Liu
and Croft, 2004). As we explained in Section 3rBthe cluster
model, one document can be based on one topicinaheé LDA
model, the mixture of topics for each document @empowerful
and expressive; thus a smaller number of topicsused.
Empirically, even with more parsimonious paramstgtings like
K=400, 30 iterations, 2 Markov chains, statisticadignificant
improvements can also be achieved on most of thections.

Table 2. Retrieval results (in average precision) on AP with
different number of topics (K).

K 100 200 300 400 500
Average | ;39| 02520 02579 0.2590 0.2557
precision
600 700 800 900 | 1000 | 1500
0.2578 | 0.2609 0.2621 0.2613 0.2585 0.2579

4.2.2 Parameters in Retrieval Model

In order to select a suitable valuelafwe use a similar procedure
as above on the AP collection and find 0.7 to leeltbst value in
our search. From the experiments on the testinipatains, we

also find thatA =0.7 is the best value or almost the best value for

other collections.

We set the Dirichlet prigrz =1000 since the best results are

consistently obtained with this setting. The vatifei/ needs to

be adjusted when the other combination methodsusksa in
Section 3.2 are applied.

4.3 Experimental Results
In all experiments, both the queries and documardgsstemmed,
and stopwords are removed.

4.3.1 Retrieval Experiments

The retrieval results on the AP collection are pnésd in Table 3,
with comparisons to the result of query likelihoadrieval (QL)
and cluster-based retrieval (CBDM). Statisticaflignificant

improvements of LDA-based retrieval (LBDM) over bddL and
CBDM are observed at many recall levels, with 2%64nd
13.97% improvement in average precision respegtivel

Table 3. Comparison of query likelihood retrieval (QL),
cluster-based retrieval (CBDM) and retrieval with the LDA-
based document models (LBDM). The evaluation measure is
average precision. AP data set. Stars indicate statistically
significant differences in performance with a 95% confidence
accor ding to the Wilcoxon test.

% chg % chg
QL CBDM | LBDM over over
QL CBDM
Rel. 21819 21819 21819
Rel. Retr.| 10130 10751 12064  +10.09* +12.21*
0.00 0.6422| 0.6485 0.679% +5.8% +4.8%
0.10 0.4339| 0.4517 0.4844 +11.6% +7.27
0.20 0.3477| 0.3713 0.4131 +18.8* +11.2*
0.30 0.2977 0.317 0.3661 +23.0¢ +15.5*
0.40 0.2454| 0.2668 0.311 +26.8¢ +16.6*
0.50 0.2081| 0.2274 0.2666 +28.1* +17.2*
0.60 0.1696| 0.1794 0.2245% +32.4¢ +25.1*
0.70 0.1298| 0.1444  0.1665 +28.3* +15.3*
0.80 0.0865| 0.1002 0.118 +36.5¢ +17.8*
0.90 0.0480| 0.0571 0.0694 +44.7 +21.6
1.00 0.0220| 0.0201  0.0187 -15.1 -6.8
Avg 0.2179 | 0.2326] 0.2651  +21.64* +13.97*

With the parameter settingl =0.7, 50 iterations and 3
Markov chains, we run experiments on other coletti and
present results in Table 4. We compare the resuitts CBDM,
and the results of the query likelihood model ds® disted as a
reference. On all five collections, LDA-based mtal achieves
improvements over both of query likelihood retrieaad cluster-
model based retrieval, and four of the improvemeate
significant (over CBDM). Considering that CBDM hakeady
obtained significant improvements over the querelihood
model (and Okapi-style weighting, see Liu and Qroft all of
these collections, and is therefore a high basethre significant
performance improvements from LBDM are very encgimg.

Unlike the basic document representation, the L2&dudl
document model is not limited to only the literabnds in a
document, but instead describes a document withynuher
related highly probable words from the topics df tlocument.
For example, for the query “buyout leverage”, thecument
“AP900403-0219", which talks about “Farley Unit Befts On
Pepperell Buyout Loan”, is a relevant document. wkleer, this
document focuses on the “buyout” part, and doescontain the
exact query term “leverage”, which makes this doeomrank
very low. Using the LDA-based representation, ttesument is
closely related to two topics that have strong eations with the
term “leverage” one is theeconomictopic that is strongly
associated with this document because the docum@miins
many representative terms of this topic, such aglliom’,
“company”, and “bankruptcy”; the other is thmmoney market
topic which is closely connected to “bond”, alseay frequent
word in this document. In this way, the documentranked
higher with the LDA-based document model. Havingltiple
topics represent a document tends to give a clemsociation



between words than the single topic model useduster-based
retrieval.

Table 4. Comparison of cluster-based retrieval (CBDM) and
retrieval with the LDA-based document models (LBDM). The
evaluation measure is average precision. %chg denotes the
percentage change in performance (measured in average
precision) of LBDM over QL and CBDM. Stars indicate
statistically significant differences in performance between
LBDM and QL/CBDM with a 95% confidence according to
the Wilcoxon test.

Collection | QL CBDM | LBDM | %chg %chg
over QL | over

CBDM

AP 0.2179| 0.2326| 0.2651| +21.64% +13.97f

FT 0.2589| 0.2713| 0.2807| +7.54* +3.46*

SIMN 0.2032| 0.2171| 0.2307| +13.57% +6.26*

LA 0.2468| 0.2590| 0.2666] +8b2 | +2.93

WSJ 0.2958| 0.2984| 0.3253] +9.97* +9.01*

The improvement on the AP collection in Tabls relatively
larger than on the other collections. Althoughtwee parameters
on the AP collection, parameter adjustment for thier
collections does not improve the performance mu€mmpared
to the relevance model results in Table 5, we ataje that it is
due to the characteristics of the documents andiegui¢hat the
improvement on the AP collection is larger than the other
collections.

We can also combine the relevance model 88idM to do
retrieval. In this case, the retrieval results gdiBDM are used
as the pseudo-feedback for the relevance modeluliReare
shown in Table 6, and results of the query liketithanodel are
also listed as a reference. Moderate improvemeartohtained,
which are better than the very small improvemeap®rted in Liu
and Croft (2004) for the combination of RM and CBDM

Table 6. Comparison of the relevance model (RM) and the
combination of RM and the LDA-based document model
(RM+LBDM). The evaluation measure is average precision.
%chg denotes the percentage change in performance
(measured in average precision) of RM+LBDM over RM.
Stars indicate statistically significant differences in
performance between RM+LBDM and RM with a 95%
confidence accor ding to the Wilcoxon test.

4.3.2 Comparison and Combination with Relevance

Models

In Table 5 we compare the retrieval results oftB®M with the

relevance model (RM), which incorporates pseudoifeek

information and is known for excellent performar(t@avrenko
and Croft, 2001). On some collections, the resaftshe two

models are quite close. RM uses pseudo-feedbackniation

and thus needsnline processing, i.e., it effectively does an extra

search for each query, which makes it less effidiemeacting to

Collection | QL3 RM RM+LBDM | %chg

AP 0.2161| 0.2758 0.2869 +4.00
FT 0.2558| 0.2889 0.2907 +0.62
SIMN 0.1985| 0.2547 0.2603 +2.22
LA 0.2290 | 0.2509 0.2715 +8.21
WSJ 0.2908| 0.3405 0.3606 +5.91*

users’ inputs. As anffline-processing model that does not do any
extra processing on queries, the LDA-based retriewadel
performance is quite impressive. In another wovas,estimate
the LDA model offline only once, and then LBDM carocess
real-time queries much more efficiency than RM wdimilar
performance.

Table 5. Comparison of the relevance models (RM) and the
LDA-based document models (LBDM). The evaluation
measure is average precision. %diff indicates the percentage
change of LBDM over RM.

Collection | QL LBDM | RM %diff
AP 0.2179| 0.2651 | 0.2745 -3.42
FT 0.2589| 0.2807 | 0.2835 -0.99
SIMN 0.2032| 0.2307 0.2633 -12.38
LA 0.2468 | 0.2666 0.2614 +0.20
wWSsJ 0.2958| 0.3253 | 0.3422 -4.94

2 This improvement is significant according to ttfend almost
significant (with a 93% confidence) according te Wilcoxon
test.

5. CONCLUSIONSAND FUTURE WORK

We have proposed LDA-based document models for oad-h
retrieval, and evaluated the method using severREQ
collections. Based on the experimental resultscame make the
following conclusions. Firstly, experiments perfaun in the
language modeling framework, including combinatieith the
relevance model, have demonstrated that the LDA&das
document model consistently outperforms the clusésed
approach, and the performance of LBDM is close he t
Relevance Model, which incorporates pseudo-feedback
information. Secondly, we have shown that the esion of the
LDA model on IR tasks is feasible with suitablegraeters based
on the analysis of the algorithm complexity and &gl
parameter selections. More importantly, unlike fRelevance
Model, LDA estimation is done offline and only nedd be done
once. Therefore LDA-based retrieval can potentidy used in
applications where pseudo-relevance feedback waodt be

® The QL&RM baseline in Table 6 is slightly diffetenith Table
5 because in the experiments of Table 5, in ordezompare
with the results in Liu and Croft (2004), we dilgcioad their
index into our system and then run the experimentsheir
index to get nearly identical results.



possible. In summary, LDA-based retrieval is a simg method
for IR, although more work needs to be done witkerelarger
collections, such as the Web data from the TRE@HAwe track.

For future work, we have begun to investigateether other
topic models (e.g. Griffiths et al, 2005; Wei andGallum, 2006)
that have recently been developed can further imgpretrieval
performance. An approximation that can improve L&#Aimation
will also be helpful. In addition, we plan to resswine some
traditional topic modeling methods (i.e. term chusig) as to
their efficiency and effectiveness in retrievalkigas
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