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Abstract

We define temporal summaries of news stories as extract-

ing as few sentences as possible from each event within a

news topic, where the stories are presented one at a time

and sentences from a story must be ranked before the next

story can be considered. We outline an evaluation strategy

that we have developed for this task and describe simple

language models for capturing novelty and usefulness in

the context of summarization. We show that the simple

approaches work moderately well, and outline our ideas

for moving forward.

1 Introduction

We are interested in methods that help a person monitor

changes in news coverage over time. We aim to do that

by providing a streaming summary of the news topic, se-

lecting sentences that describe the key events within the

topic as they arrive. Additional sentences on each event

and off-topic sentences should be suppressed. We call the

resulting selection of sentences a “temporal summary.”

To do this, we will model the topics that news stories

discuss, as well as the events within those topics. Topic

models will be useful for finding sentences that are use-

ful (on-topic) and the event models will be used to deter-

mine whether the sentence talks about a previously unseen

event within the topic.

The usage that we envision requires that the technology

produce a revised summary at regular time intervals—

e.g., every hour or at the start of each day. It is neither

possible nor meaningful to wait until the topic is done to

produce a summary. Nor does it make sense to produce

an up-to-date overall summary at every time interval: the

summary must indicate only what has changed. After all,

the user has already been informed about everything that

happened earlier.

Our intent in this work is to use a language model-based

approach for modeling topics and events, and for selecting

sentences to include in the summary. Because evaluation

is such a difficult problem in text summarization research,

we have started by developing an evaluation framework.

We sketch the main ideas behind that framework in Sec-

tion 3; it is described in detail elsewhere [10, 2].

Section 4 presents the very simple modeling that we

used to capture novelty and usefulness. These models are

intended to represent baseline performance and to illus-

trate the evaluation framework. Our future work involves

building and evaluating more accurate models.

2 Related work

In addition to language modeling, this research has its

roots in text summarization, topic detection and tracking,

and time-based summarization techniques.

The core technique of this temporal summarization re-

search is to summarize a body of texts by extracting sen-

tences that have particular properties. This work falls into

a long tradition of sentence extraction, starting in the late

1950’s with H.P. Luhn’s classic work [11] and continuing

forward [16]. The use of Maximal Marginal Relevance

(MMR) for summarization [4] is strongly related to the

ideas in this paper. It shares the idea of balancing nov-

elty and usefulness (“relevant novelty”), but focuses on

query-based summarization of a static collection of sto-

ries. This work is unlike most summarization research in

its focus on summarizing changes over time. Comparative

summaries of multiple documents [12] could conceivably

address this problem, but we do not know of any that have.

This work also arises out of Topic Detection and Track-

ing (TDT), a body of research and an evaluation paradigm

that addresses event-based organization of broadcast news

[1, 5, 17, 18]. The problems tackled by TDT are all story-

based rather than sentence based. In many ways, the tem-

poral summarization problem is an event- and sentence-

level analogue of TDT’s “first story detection” problem,

where the task is to identify the first story that discusses

each topic in the news.

There has been very little work on time-based summa-

rization to date. In the summer of 1999, the Novelty De-

tection workshop at Johns Hopkins University’s Center

for Speech and Language Processing defined and explored
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new information detection (NID) [3]. The NID task was

to identify the onset of new information within a topic by

flagging the first sentence that contained it. The NID task

is obviously very similar to the time-based summarization

work proposed here. The summer workshop was unable

to make significant progress because of problems with the

definition of “new”: when the team looked at an evalua-

tion corpus they constructed, they discovered that 80% of

the sentences were marked to contain new information. It

turns out that almost every sentence in the news contains

some new information—even if it is just the age of a per-

son in the news. In this research, we have chosen a looser

definition of “event” that makes this less of a problem.

3 Evaluation

Document summaries are difficult to evaluate, because for

most applications there are numerous summaries that are

of equally high quality. In this work, we are focusing on

evaluation methods that are based upon a fixed set of judg-

ments and that can be repeated as often as necessary.

The core of our summarization approach is sentence ex-

traction, so we can compare the sentences that a method

chooses to the set of sentences that is known to be a good

summary. To the extent that an approach chooses the

“right” sentences, that approach is good; when it veers

wildly from the ideal set, the approach is inappropriate

to the task. Our approach is similar in spirit to other

sentence-based evaluations [20, 8, 7], but is modified sig-

nificantly to take into account the time-based nature of our

summaries.

We formalize the temporal summarization problem as

follows. A news topic is made up of a set of events and is

discussed in a sequence of news stories. Most sentences

of the news stories discuss one or more of the events in

the topic. Some sentences are not germane to any of the

events (and are probably entirely off-topic). Those sen-

tences are called “off-event” sentences and contrast with

“on-event” sentences.

The task of a system is to assign a score to every sen-

tence that indicates the importance of that sentence in the

summary: higher scores reflect more important sentences.

This scoring yields a ranking of all sentences in the topic,

including off- and on-event sentences.

All sentences arriving in a specified time period can be

considered together. They must each be assigned a score

before the next set of sentences (from the next time pe-

riod) is presented. For this work, we have used a time

period that has one story arriving at a time.

3.1 Evaluation measures

We will use measures that are analogs of recall and preci-

sion, but that capture not only usefulness (relevance), but

also novelty.1 For example, “useful recall” is the propor-

tion of retrieved sentences that are useful (relevant) and

“useful precision” is the proportion of retrieved sentences

that are useful.

Extending that, “novel recall” is a measure of the pro-

portion of retrieved sentences that are novel—i.e., dis-

cuss events that have not been seen before. Novelty is

somewhat slippery because sentences can discuss mul-

tiple events. That means that whether sentences are

novel depends on which sentences have already been seen.

“Novel precision” has the same awkwardness.

The measures can also be combined to create some-

thing called “useful novelty” (or “novel usefulness”) that

measures how many sentences were both useful and

novel.

Just as with IR’s recall and precision, those measures

are set-based. To show the tradeoff between measures,

we will plot the various recall and precision graphs over

the entire ranked list. To average across multiple topics,

the graphs will be interpolated to the standard eleven re-

call points (0.0, 0.1, ..., 1.0). We will also provide the

exact average precision (i.e., the average of precision val-

ues at every point that recall increases). These graphs and

single-number measures are analogous to those used in

traditional IR evaluation.

3.2 Evaluation corpus

Our initial experiments have been done using the TDT-2

corpus [6] of approximately 60,000 news stories covering

January through June of 1998. We selected 22 medium-

sized topics from the set of 200 that are provided with

the corpus. For each topic, two annotators independently

read all on-topic stories and decided on a list of events

within the topic. The annotators then worked together to

decide on a common list. They then performed a second

pass through the on-topic stories and assigned each sen-

tence to zero, one, or more events. The topics were bro-

ken into 11 training and 11 test topics for this study. We

used the training topics during our experimentation to se-

lect the best approaches and to do parameter fitting where

needed. The remaining 11 test topics were never looked

at except as part of the final evaluation [2] that is reported

here. Additional details about constructing the evaluation

corpus are provided elsewhere [10].

1Detailed descriptions of all measures can be found elsewhere [2].
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4 Modeling topics and events

The goal of this research was to model the topics and

events that sentences describe, and to look for the oc-

currence of new events (novelty) within the topic (useful-

ness). All of the solutions that we propose here are based

on “language model” representations of news topics and

events [19]. Specifically, given some amount of text on a

particular topic, we estimate a probabilistic model of how

text from the topic is likely to be generated. Using that

model, we can determine the probability that a new piece

of text (sentence, story) could have been generated by the

model.

For example, suppose we are given a set of stories that

are on the same news topic. One way to estimate the prob-

ability that a word would appear in that topic would be,�✂✁☎✄✝✆✟✞✡✠☞☛✍✌✏✎ ✁☎✄✒✑✔✓ ☛ ✆✠ ☛✖✕ ✓ ☛ ✕
where ✌✏✎ ✁✗✄✒✑✘✓ ☛ ✆ represents the number of times word

✄
occurs in story

✓ ☛ . That is, a word’s probability of occur-

rence can be estimated by the proportion of the time that it

has already occurred. We make the usual assumption that

word occurrences are independent, so the probability of a

run of text is the product of the probability of its words.

This maximum likelihood estimator is usually smoothed

using some variant of LaPlace’s Law [15]. In our case, we

add 0.01 to the numerator and multiply the denominator

by 1.01.

4.1 Topic models for usefulness

Usefulness represents whether or not a sentence discusses

one of the events of the topic. Sentences that are off-topic

are clearly not related to any of the events. To consider

whether some sentence ✙✛✚ is on-topic (useful), we want

to know whether it could be generated by a model created

from the topic, represented by every sentence seen to date.

If LM
✁✗✜✢✆

is used to denote the language model created

from text
✜

, then we have:�✂✁
useful ✣ ✆✟✞✤�✂✁ ✙ ✚ ✕LM

✁ ✙✥✣ ✑✧✦★✦✧✦✧✑ ✙ ✚✪✩ ✣ ✆✫✆✞ ✬✮✭✯✱✰✳✲✫✴ ✌✏✎ ✁☎✄✒✑ ✙ ✣✟✵✷✶★✶✧✶✥✵ ✙✥✚✪✩ ✣ ✆ ✵✹✸ ✦ ✸✻✺✺ ✦ ✸✻✺✼✶ ✠ ☛✖✕ ✙ ☛ ✕ ✽✿✾❀ ❁ ✴ ❀
The ✕ ✙ ✚ ✕ ❂✗❃ root provides length normalization so that sen-

tences of all lengths are treated equally. Intuitively, all

prior sentences are used to estimate the likelihood that a

word will appear in the topic. The probability of a sen-

tence is the probability that each of its words appears. We

make the typical independence assumptions.

An alternate model of “useful” comes from the obser-

vation that news stories are usually predominantly about

the topic in question, so that sentences that are very like

their news story are more likely to be useful. If
✓

is the

story that ✙✛✚ comes from, then:�✂✁
useful ❄ ✆❅✞ �✂✁ ✙✥✚ ✕ LM

✁❆✓✟✆✫✆✘✑ ✙✥✚❈❇ ✓✞ ✬ ✭✯✱✰✳✲✏✴ ✌✏✎ ✁✗✄✒✑✘✓✟✆ ✵❉✸ ✦ ✸✖✺✺ ✦ ✸✖✺❊✶❋✕ ✓ ✕ ✽✿✾❀ ❁ ✴ ❀
Intuitively, this builds a model of the story’s topic using all

sentences in the story. The probability that a sentence is

on-topic is then calculated from the probability that each

word is part of the topic.

The left of Figure 1 shows the effectiveness of

those two approaches on our 11 test topics, comparing

u-precision and u-recall. The graph includes the baselines,

where the theoretical worst-case performance is generated

by ranking all off-event sentences first.

Of the two usefulness measures, useful ❄ outperforms

useful ✣ at the low recall portion of the graph. This is likely

because high quality sentences from an on-topic story are

not “diluted” by the language of earlier stories. This tech-

nique is problematic because it clearly will fail if the sto-

ries themselves are not on-topic.

The surprising result for usefulness is that a round robin

ranking algorithm performs almost as well as useful ❄ . We

believe that reflects the pyramid nature of news reporting:

important, and therefore probably on-topic, information is

reported early in a story. Later material is more likely to

be tangentially related to the topic, and so ranking it lower

helps.

Overall there is no substantial difference between the

two usefulness models and round robin, but all three out-

perform the other baselines.

4.2 Event models for novelty

The second characteristics of sentence selection is nov-

elty. The second or third sentence about an event is less in-

teresting than the first. To capture that property we assume

that every sentence is associated with an event. When a

new sentence arrives, we compare “its” event to that of all

prior sentences. If it is unlike all of those events, then the

new sentence is novel and should receive a high score. If● ✁ ✙ ☛ ✆ represents the event discussed by sentence ✙ ☛ , then:�✂✁
novel ✣ ✆❍✞■�✂✁ ● ✁ ✙✥✚ ✆✝❏✞ ● ✁ ✙ ☛ ✆✘✑✫❑✢▲❍▼✤◆✻✆✞ ❖ ✭☛✗P ✚ ✁ ✺❘◗ �✂✁ ● ✁ ✙ ✚ ✆❍✞ ● ✁ ✙ ☛ ✆❙✆✫✆❯❚ ✾✴✔❱ ✾✞ ❖ ✭☛✗P ✚ ✁ ✺❘◗ �✂✁ ✙ ✚ ✕LM

✁ ✙ ☛ ✆❙✆✫✆❯❚ ✾✴✔❱ ✾
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Figure 1: Shows the tradeoff between measures of usefulness (on the left) and novelty (on the right). The numbers

in the legend represent the appropriate exact average precision for that approach. We include the following baseline

systems: random ranking of sentences, their natural order, first sentences of all stories followed by second then third

and so on, and a worst case that represents the worst possible ordering of sentences for the particular evaluation

measure.

✞ ❲❳ ✭☛✗P ✚❩❨❬ ✺❘◗ ❖ ✭✯✱✰✳✲✫✴ ✌✏✎ ✁☎✄✒✑ ✙ ☛ ✆ ✵✹✸ ✦ ✸✻✺✺ ✦ ✸✖✺✼✶❋✕ ✙ ☛ ✕ ❚ ✾❀ ❁ ✴ ❀❆❭❪❩❫❴ ✾✴✘❱ ✾
Here we are modeling the probability that two sentences

discuss the same event by the probability that the later

sentence could arise from the same language model as the

earlier sentence. Here the model is derived from a single

sentence so is probably unreliable.

That problem of sparse data to estimate the probability

suggests that it might be helpful to group sentences to-

gether. For that reason, we also tried a method that clus-

ters sentences together if they appear to be discussing the

same event. Whereas in the previous approach each sen-

tence was used to model an event, here we group sen-

tences together and use them to model the event. If we

assume that when sentence ✙✛✚ arrives there are ❵ event

clusters, ❛ ✣ through ❛✧❜ :�✂✁
novel ❄ ✆✟✞■�✂✁ ● ✁ ✙ ✚ ✆✝❏✞ ● ✁ ❛ ☛ ✆✘✑✫❑✢▲❞❝ ❵ ✆✞ ❲❳✢✭☛✗❡ ❜ ✁ ✺❘◗ �✂✁ ● ✁ ✙✥✚ ✆❍✞ ● ✁ ❛ ☛ ✆✫✆❙✆ ❫❴ ✾❢✞ ❲❳ ✭☛✗❡ ❜❘✚ ✁ ✺❘◗ �✂✁ ✙✥✚ ✕ LM

✁ ❛ ☛ ✆✫✆❙✆ ❫❴ ✾❢✞ ❲❳✢✭☛✗❡ ❜ ❨❬ ✺❘◗ ❖ ✭✯✱✰✳✲✫✴ ✌✏✎ ✁☎✄✒✑ ❛ ☛ ✆ ✵❣✸ ✦ ✸✖✺✺ ✦ ✸✖✺✼✶❤✕ ❛ ☛ ✕ ❚ ✾❀ ❁ ✴ ❀✐❭❪ ❫❴ ✾❢
This novel ❄ approach is the same as novel ✣ except that the

sentence is compared to clusters and there is more infor-

mation in a cluster to estimate probabilities. Note that this

approach also requires a threshold for deciding whether or

not a sentence should be added to a cluster. We used the

training topics to find a good parameter setting, though we

found that it was not very sensitive to the value chosen.

Both of these approaches may bring non-useful sen-

tences to the top of ranking since they will seem novel.

The n-recall and n-precision measures take that into ac-

count by completely ignoring the ranking of off-event sen-

tences. This choice allows us to measure the effectiveness

of a novelty system without worrying about usefulness is-

sues. We intend that our final measures—combining nov-

elty and usefulness—will provide a balance between the

two.

The right of Figure 1 shows the effectiveness of this

approach compared to the baselines. Worst case perfor-

mance includes all sentences from the first event, then all

from the second, and so on. For this measure of effective-

ness, both approaches substantially improve on the base-

line cases. The novel ❄ measure is also a clear improve-

ment on novel ✣ , suggesting that clustering is useful for

modeling the events.

The surprising result is that random sentence ranking

substantially outperforms all other approaches, including

the more carefully modeled ones: novel ✣ and novel ❄ . This

effect is because off-event sentences are totally ignored.

Most sentences are off-event (71% of them discuss no

event), but these measures do not penalize a ranking, no

matter where those off-event sentences are ranked. Mod-

ifying the measures to treat “no event” as a special event

on its own (i.e., the first off-event sentence is novel, but
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Figure 2: Shows tradeoff between measures of summa-

rization quality based on a combination of usefulness and

novelty, for various approaches. The numbers in the

legend represent exact average nu-precision for that ap-

proach.

the second and subsequent are errors) changes random so

that it is approximately as good as the novelty models. It

is clear that our models of novelty are weak.

4.3 Combining the models

In this section of our experiments we combine novelty and

usefulness into a single measure of “interestingness.” We

choose the best measure of usefulness and the best mea-

sure of novelty and multiply their probabilities together:�✂✁
interesting

✆❍✞■�✂✁
useful

✆ ✶ �✂✁ novel
✆

It is unlikely that the two factors are truly independent.

However, we have been able to improve one without af-

fecting the other, so they are at least not strongly related.

Figure 2 shows the effectiveness of this approach, mea-

sured by the nu- measures that reflect a system’s ability to

rank useful and novel sentences highest. We have shown

the combination of both usefulness measures with each of

the novelty measures. We expected that useful ❄ combined

with novel ❄ would perform best, and were surprised to see

no difference between that and a combination of useful ❄
with novel ✣ . The novelty graph of Figure 1 showed a clear

advantage to novel ❄ , so it is odd that the choice of novelty

measure has no impact.

We have also explored using a linear combination of

usefulness and novelty to combine them, but the results

are similar.

5 Summary and future work

We have defined temporal summarization and described

the framework we developed for evaluating system effec-

tiveness on this task. We showed simple ways of mod-

eling news topics and the events they comprise. Finally,

we compared the performance of very simple models to

baseline approaches to the problem.

Our immediate future work on this project involves a

continuing investigation into modeling “interesting” sen-

tences for temporal summarization. The current estima-

tors for probabilities are very crude, even though they

sometimes work well. We will explore better estimators

for the topic and event models, possibly using smoothing

techniques based upon expansion as well as backoff and

mixture models. We expect that named entity tagging and

possibly temporal expression normalization [14] may help

match events and topics.

We have already tried using a multinomial approach for

measuring the probability that a sentence is useful. That

is, rather than merely measuring the probability that each

word comes from the topic model, we consider the entire

set of words in all their possible orderings. The goal of

this is to prevent a “sentence” that contains the most prob-

able word dozens of times from scoring well if it does not

contain other probable words. We found that there was no

difference by our evaluation measures (useful recall and

precision), even though the multinomial is intuitively a

superior model. We believe this is because the multino-

mial is “correcting” for a problem that does not typically

occur: sentences in news are generally well formed and do

not suffer from overly repeated words. We are continuing

to investigate this issue.

All of this work is exploratory in that it was done with

a “clean” set of stories for each topic—that is, every story

was known to discuss the topic. We felt this was an im-

portant and reasonable simplification of the problem to

lay the groundwork. We are now looking at the impact of

completely off-topic stories. We will do that by using the

topic clusters generated by TDT systems.
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