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Abstract

Effective retrieval in a distributed environment is an impor-
tant but difficult problem. Lack of effectiveness appears to
have three causes. First, collection selection based on word
histograms is not appropriate for heterogeneous collections.
Second, relevant documents are scattered over many collec-
tions and searching a few collections misses many relevant
documents. Third, most existing collection selection met-
rics lack sound theoretical justifications and hence may not
be well tuned to the problem. We propose a new approach
to distributed retrieval based on document clustering and
language modeling. Document clustering is used to orga-
nize collections around topics. Language modeling is used
to properly represent topics and effectively select the right
topics for a query. Based on these ideas, three methods are
proposed to suit different environments. We show that all
three methods improve effectiveness of distributed retrieval.

1 Introduction

Information has become highly distributed and will be even
more so in the future. The World Wide Web, for example,
already consists of millions of web sites and the number of
sites keeps growing by thousands each day. It is inefficient
and may become impossible to construct a central index for
such a huge information system. Designing algorithms to
efficiently and effectively organize, represent and search dis-
tributed collections is one of the most significant challenges
facing Information Retrieval (IR) research.

There have been many studies about distributed retrieval
in the IR, digital library, database and World Wide Web
communities [2, 23, 6, 8, 22]. A critical problem in dis-
tributed retrieval is collection selection. Because a dis-
tributed retrieval system may consist of a large number of
collections, the only way to ensure timely and economic re-
trieval is to search a small number of collections which are
likely to contain relevant documents for a query. Collection
selection is critical for retrieval accuracy for the simple rea-
son that searching the wrong collections containing few or
no relevant documents will result in retrieval failure for a

query. The other problem is how to merge the retrieval re-
sults from different collections. In our opinion, result merg-
ing, though important, is a secondary issue. Callan et al
showed that simple normalizations of document scores from
different collections can minimize the impact on retrieval
performance [2]. In this paper, we avoid the issue of result
merging by assuming that searching different collections pro-
duces comparable document scores. Distributed retrieval in
the context of the World Wide Web is known as meta search-
ing, but current meta search engines such as MetaCrawler
[18] typically send a query to a fixed list of popular search
engines and do not perform collection selection.

The most common technique for collection selection is to
represent a collection as a word histogram, which is usually
a list of words that occur in the collection and the associated
frequencies. The virtual document representation in [2, 23]
is an example. The word histograms are indexed and the
resulting data structure is called the collection selection in-
dex [23]. Collection selection consists of simply ranking the
word histograms against a query in the same way as ranking
ordinary documents. Most other techniques are very simi-
lar. Such a technique is a simple modification of document
retrieval. Documents and collections of documents are, how-
ever, very different and techniques that work well for one
problem may not work well for the other. A document usu-
ally deals with only one topic but a typical collection can
deal with many topics. Matching the words in a query with
different topics in a collection can cause failure in collection
selection. Suppose a collection contains documents about
fruits and computers. Matching the query “Apple Com-
puter” against the histogram of the collection will produce
a high similarity even though none of the documents are
relevant. Heterogeneous collections therefore make the sim-
ple technique of matching a query against word histograms
ineffective for collection selection. In fact, if all collections
are sufficiently heterogeneous, matching a query consisting
of a few common words with word histograms can even pro-
duce random collection selection because statistically all his-
tograms are almost identical with relation to the query. Xu
and Callan showed that ineffective collection selection seri-
ously hurts the performance of distributed retrieval [23].

Past research has shown that distributed retrieval is
markedly less effective than centralized retrieval [23]. Our
goal is to improve distributed retrieval and make it as ef-
fective as centralized retrieval. The new approach we will
propose is inspired in part by document clustering [21] and
language modeling [19]. The language modeling approach to
IR views retrieval as estimating the probability that a lan-
guage model can generate a query. Language models were



originally used in speech recognition to capture statistical
regularities of language generation. In IR, word order is
less important and therefore a simple language model can
be a probability distribution over the words in a vocabulary
set. The probability of a word in a language model can be
interpreted as the frequency with which a word is used to
describe a certain topic.

Document clustering has been extensively studied in IR.
The cluster hypothesis, according to van Rijsbergen, is that
“Closely associated documents tend to be relevant to the
same requests” [21]. A conjecture in document clustering
is that searching a few good clusters for a query can be
more effective than a full ranking of all documents. The
purpose of document clustering in our work is to group doc-
uments according to topics. Each cluster is regarded as a
topic. Language modeling is then used to model the statis-
tical regularities of word usage in a topic and represent the
topic as a language model. We call such a language model
a topic model to differentiate from language models esti-
mated for single documents in Ponte’s work [19]. In Ponte’s
work, smoothing was used to reduce estimation error caused
by insufficient data. In our approach, since all documents
about a topic can be used for parameter estimation, topic
models can potentially be more accurately estimated. This
enables us to determine with high accuracy which topics are
appropriate to search for a query and which topics are not
relevant. By focusing on a few topics rich in relevant docu-
ments, distributed retrieval can potentially be more accurate
than centralized retrieval.

In our approach, the task of a distributed retrieval sys-
tem is first to determine which topics are best for a query
and then to direct the searching process to those collections
containing the topics. The problem of determining the best
topics is the problem of determining which topic models are
most likely to generate a query, which is amenable to math-
ematical treatment. Since collection selection is based on
how well a query matches a topic, we eliminate some errors
with the old technique that result from matching the words
in a query with different topics of a collection. A disadvan-
tage with our approach is that it requires clustering large
sets of documents. The computational cost, however, can
be made acceptable even on large collections. Our approach
is similar to the technique proposed by Weiss et al for or-
ganizing Web resources [22] but with significant differences.
We provide a range of solutions for different retrieval envi-
ronments. Collection selection in our approach has a well-
defined probabilistic interpretation while it is more heuristic
in theirs. Furthermore, their approach lacks thorough eval-
uation using realistic data sets.

In the next section we describe the basic approach in
more detail. In section 3, we describe four methods of orga-
nizing a distributed retrieval system. One is the old method
of distributed retrieval with heterogeneous collections. The
other three are new methods proposed in this paper. Ex-
perimental results are presented in sections 5, 6 and 7. The
three new methods are evaluated on TREC3, TREC4 and
TRECG, using the old method and centralized retrieval as
baselines. In section 9 we discuss related work. The final
section summarizes this work and suggests future work.

2 Cluster-Based Language Models
2.1 Topic Modeling

In this work, a topic model, i.e. a language model for a topic
T, is a probability distribution {p1, p2,...p»} over a vocabu-

lary set {w1, wa, ...wn }, where p; is the frequency with which
word w; is used in the text of 7" when observed with an un-
limited amount of data. Suppose we have a set of available
documents D about T, p; is estimated as

f(D,w;) +0.01

Pi= D+ 0.01n

where f(D,w;) is the number of occurrences of w; in D, |D]|
is the size of D in words and n is the vocabulary size. The
small value 0.01 prevents zero probabilities as the Kullback-
Leibler divergence described below involves logarithms.

We use the Kullback-Leibler divergence to measure how
well a topic model for topic T predicts a query Q:

KL@QT)= Y. f(Ci?éTui)logf(Q,Zf)/lQ|
F(Q,w;)#0 4

where f(Q,w;) is the number of occurrences of w; in @ and
|@Q| is the length of @ in words. Kullback-Leibler divergence
is an important metric in information theory. It has been
widely used to measure how well one probability distribu-
tion predicts another in many applications such as speech
recognition, pattern recognition and so forth. It is a distance
metric and falls in [0, 0co]. The smaller the value, the better
the topic model of T predicts Q. Justification for the metric
can be found in textbooks on information theory [16].

2.2 Topic Selection can Improve Retrieval Effectiveness

Language modeling can explain why distributed retrieval
with topic selection can be more effective than centralized
retrieval. We can model the writing of a document about a
topic as a random process. How frequently a certain word
is used in the process depends on the topic being addressed.
For example, if it is about cooking, “oil” and “fry” may have
a high frequency. Due to randomness in the process, a rel-
evant document may use the query words less often than a
non-relevant document. As a result, a non-relevant docu-
ment may have a higher rank than a non-relevant document
if we rank the documents individually. Because a collection
typically has far more non-relevant documents than relevant
documents for a query, the problem can substantially affect
retrieval accuracy. For an example, suppose a collection has
100 documents about topic T1 and 1000 documents about
topic T2, all documents are 100 words long, and we are in-
terested in T1. Without reading the documents, we can
assume they are generated according to two topic models
M1 and M2. We assume that the frequencies of words a and
b are 0.05 and 0.05 in M1 and 0.04 and 0.03 in M2. Since we
know a and b are more frequently used in T1, our query will
probably be {a,b}. If we rank the documents individually
using simple cosine metric, the expected precision is only
55% (when 10 documents are retrieved) based on our sim-
ulations. If we rank each topic as a unit, we are less likely
to make mistakes because random factors are cancelled out
in a large sample. The probability that T1 is ranked before
T2 is almost 100% using the cosine metric.

The ideal case that all relevant documents belong to one
topic and all non-relevant documents belong to other top-
ics is very rare in reality. That is, relevant documents for
a query may be distributed over several topics which con-
tain both relevant and non-relevant documents. Even so,
topic modeling can be still useful to improve retrieval per-
formance. By focusing on a few highly selective topics which
contain most relevant documents for a query, we can elim-
inate from the top retrieved set many of the non-relevant



documents which could be ranked highly by a full search
without removing many relevant documents. That is the
reason we believe distributed retrieval with accurate topic
selection can be more effective than centralized retrieval.

2.3 K-Means Clustering

In this paper, topics are approximated by document cluster-
ing. We run a clustering algorithm on a set of documents
and treat each cluster as a topic. The two pass K-Means
algorithm is chosen for this purpose [13]. In the first pass,
the first ¥ documents are treated as the initial clusters. For
each new document, we find the closest cluster and add it
to that cluster. The second pass corrects possible mistakes
made in the first pass. We take the results of the first pass as
the initial clusters and walk through the document set one
more time. For each document we find the closest cluster
and reassign it to that cluster unless it is already there. The
distance metric to determine the closeness of a document d
to a cluster c¢ is the Kullback-Leibler divergence with some
modification

KL(d,c) =
(d,wi) 1 (d,wi)/1d
f(d%;#O A erw) + F(dsw) e + 1)

where f(c,w;) is the number of occurrences of word w; in
¢, f(d,w;) is the number of occurrences of w; in d, |d| is
the size of d and |c| is the size of c¢. The complexity of the
algorithm is O(nk) for a set of n documents when & clusters
are created.

3 Four Methods of Distributed Retrieval

Four methods of organizing a distributed retrieval system
are used in this paper. One is the old method of distributed
retrieval with heterogeneous collections [2, 23]. The other
three are new methods based on the basic ideas discussed
in the previous section. The three new methods are global
clustering, local clustering and multiple-topic representation.

3.1 Baseline Distributed Retrieval

The baseline method represents the typical approach to dis-
tributed retrieval in previous studies. A distributed retrieval
system using this method consists of a number of heteroge-
neous collections. Documents in one collection are typically
from the same source or were written in the same time pe-
riod. The collection selection index summarizes each col-
lection as a whole. In our experiments a collection is rep-
resented as a language model. This method is used as a
baseline in our experiments. It is illustrated by Figure 1.

Collection Selection Index
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Figure 1: Baseline distributed retrieval

3.2 Global Clustering

Our first new method is global clustering. We assume that
all documents are made available in one central repository
for us to manipulate. We can cluster all the documents
and make each cluster a separate collection. Each collection
therefore contains only one topic. Selecting the right collec-
tions for a query is the same as selecting the right topics for
the query. This method is illustrated by Figure 2.

This method is appropriate for searching very large cor-
pora such as the U.S. Patent and Trademark collection [17]
and Internet search engines, where the collection size can
be hundreds of Gibabytes and even Terabytes. The size of
the collections and the volume of queries to process make
efficiency a critical issue. Distributed retrieval can improve
efficiency because we do not have to search the whole collec-
tions for each query. The baseline method described in sec-
tion 3.1 would partition a large collection into smaller ones
according to attributes such as the sources of the documents
and the time of document creation. Such partitions are con-
venient but undesirable for distributed retrieval. Relevant
documents for a query may be scattered in many collections.
Therefore we have to either search many collections at the
cost of efficiency or search fewer collections at the cost of
effectiveness. Furthermore, the resulting collections are of-
ten heterogeneous in content and make collection selection
difficult. Global clustering produces topic-based collections
which are more suitable for distributed retrieval.

:

topic 1 topic2 topic 3 e | tOpiCc M
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Figure 2: Distributed retrieval with global clustering

Experimental results show that this method can achieve
the most effective retrieval. A disadvantage is that creating
many clusters can be expensive. The other problem is that it
is not appropriate in environments where documents cannot
be made available in one place for reasons such as copyright.

3.3 Local Clustering

Our second new method is local clustering. We assume that
a distributed system comprises a number of autonomous
subsystems. Documents within subsystems are protected
and cannot be made available to a central repository. Within
a subsystem, however, there is no limitation as how to ma-
nipulate the documents. For example, we can imagine a
federated retrieval system comprising several for-profit re-
trieval service providers such as WEST Law, Lexis-Nexis
and so forth. Each subsystem can cluster its own documents
and make each topic a collection. This method is illustrated
by Figure 3.

This method can provide competitive distributed re-
trieval without assuming full co-operation from the subsys-
tems. The disadvantage is that its performance is slightly
worse than that of global clustering.
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Figure 3: Distributed retrieval with local clustering

3.4 Multiple-topic Representation

Our third new method is multiple-topic representation. In
addition to the constraints in local clustering, we assume
that subsystems do not want to physically partition their
documents into several collections. A possible reason is that
a subsystem has already created a single index and wants to
avoid the cost of re-indexing. However, each subsystem is
willing to cluster its documents and summarize its collection
as a number of topic models for effective collection selection.
With this method, a collection corresponds to several topics.
Collection selection is based on how well the best topic in
a collection matches a query. This method is illustrated by
Figure 4.
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Figure 4: Distributed retrieval with multiple-topic represen-
tation

The advantage with this approach is that it assumes min-
imum co-operation from the subsystems. The disadvantage
is that it is less effective than global clustering and local
clustering. Experiments show, however, that it is still more
effective than the baseline method which represents a het-
erogeneous collection as a whole.

4 Experimental Setup

Experiments were carried out on TREC3, TREC4 and
TREC6. The TREC3 queries consist of words from the ti-
tle, description and narrative fields, averaging 34.5 words
per query. The TREC4 queries have 7.5 words per query.
The TREC6 queries in this study only use the title words,
averaging 2.6 words per query. The purpose of using 3 sets
of queries of different lengths is to ensure the generality of
our results. Table 1 shows the statistics of the test sets.

The two baselines used are centralized retrieval and the
baseline distributed retrieval method, which creates collec-
tions based on document sources and represents a collection
as a whole. The sets of collections used for baseline dis-
tributed retrieval are:

e TREC3-100col-bysource: 100 collections created ac-
cording to the sources of the documents in TREC3.
Each collection has roughly 7,418 documents. The
number of collections for a source is proportional to
the total number of documents in the source. For ex-
ample, the source DOE has 226,087 documents and is
split into 30 collections.

o TREC4-100col-bysource: 100 collections created sim-
ilarly for TREC4. Each collection has roughly 5,675
documents.

e TREC6-100col-bysource: 100 collections created sim-
ilarly for TREC6. Each collection has roughly 5,560
documents.

The sets of collections created by global clustering are:
TREC3-100col-global, TREC4-100col-global, and TREC6-
100col-global. Each set was created by running the K-Means
algorithm on the corresponding document set and has 100
collections.

The set of collections created by local clustering is
TREC4-100col-local. The K-Means algorithm was run on
each of the six TREC4 sources separately. The total num-
ber of collections is 100. The number of collections for a
source is proportional to the number of documents in the
source.

The set of collections used in the multiple-topic repre-
sentation experiments is TREC4-10col-bysource. The ten
collections are AP88, AP90, FR&8, U.S. Patent, STM91,
WSJ90, WSJ91, WSJ92, ZIFF91 and ZIFF92. These are
the natural collections in TREC volumes 2 and 3. Each col-
lection is represented as several topic models. The number
of topic models for a collection is proportional to the number
of documents in the collection. The total number of topic
models is 100.

Collections are indexed and searched by the INQUERY
retrieval system [1]. A problem encountered in the experi-
ments is IDF. IDF is intended to give rare terms, which are
usually important terms, more credit in retrieval. When col-
lections are created by topics, however, IDF can achieve the
opposite effect. Frequent terms in a topic are often impor-
tant in distinguishing the topic from other topics. To avoid
the problem, we modified INQUERY so that it uses global
IDF in retrieval. Given a test set (e.g. TREC3), the global
IDF of a term is calculated based on the total number of
documents in the set that contain the term. By doing so we
also avoided the tricky issue of result merging which is not
the primary concern of this study. Global IDF was used in
all experiments in this paper.

The steps to search a set of a distributed collections for
a query are (1) rank the collections against the query, (2)
retrieve 30 documents from each of the best n collections,
(3) merge the retrieval results based on the document scores.
Precision is calculated at document cut-offs 5, 10, 15, 20 and
30, for the reason that few people are interested in more than
a small number of documents in a realistic environment.

5 Global Clustering
5.1 Results

Tables 2, 3 and 4 compare the baseline results and global
clustering on TREC3, TREC4 and TRECS6. Ten collections
were searched per query in the experiments. Each collection
was represented as a language model. The collection selec-
tion metric is the Kullback-Leibler divergence. The results
show that the baseline distributed retrieval with heteroge-
neous collections is significantly worse than centralized re-
trieval, around 30% at all document cut-offs on all three test
sets. But when collections are created based on topics, the
performance of distributed retrieval is close to centralized
retrieval on all three test sets. On TREC4, global clustering
is even better than centralized retrieval at document cut-
offs 5 and 10. The t-test [12] shows the improvement over



collection | query | size document | words per | words per | rel docs
count | (GB) | count query document | per query
TREC3 50 2.2 741,856 34.5 260 196
TREC4 49 2.0 567,529 7.5 299 133
TREC6 50 2.2 556,077 2.6 308 92

Table 1: Test collections statistics.

centralized retrieval is statistically significant at document
cutoff 10 (p_value=0.05).

TREC3 TREC3 TREC3
centralized 100col-bysource 100col-global
5 docs: 0.6760 0.5000 (-26.0) 0.6680 (-1.2)
10 docs: 0.6080 0.4520 (-25.7) 0.6080 (+0.0)
15 docs: 0.5840 0.4067 (-30.4) 0.5707 (-2.3)
20 docs: 0.5490 0.3770 (-31.3) 0.5320 (-3.1)
30 docs: 0.5120  0.3240 (-36.7) 0.4920 (-3.9)

Table 2: TREC3: comparing centralized retrieval, baseline
distributed retrieval and global clustering

TREC4 TREC4 TREC4
centralized 100col-bysource 100col-global
5 docs: 0.5918  0.4245 (-28.3) 0.6204 (+4.8)
10 docs: 0.4918 0.3816 (-22.4) 0.5163 (+5.0)
15 docs: 0.4612  0.3469 (-24.8)  0.4639 (+0.6)
20 docs: 0.4337 0.3122 (-28.0) 0.4194 (-3.3)
30 docs: 0.3714  0.2769 (-256.4) 0.3707 (-0.2)

Table 3: TREC4: comparing centralized retrieval, baseline
distributed retrieval and global clustering

TREC6 TREC6 TREC6
centralized 100col-bysource 100col-global
5 docs: 0.4440 0.3360 (-24.3) 0.4520 (+1.8)
10 docs: 0.3920 0.2940 (-25.0) 0.3820 (-2.6)
15 docs: 0.3573  0.2560 (-28.4) 0.3533 (-1.1)
20 docs: 0.3330 0.2350 (-29.4) 0.3220 (-3.3)
30 docs: 0.2907 0.1973 (-32.1)  0.2780 (-4.4)

Table 4: TREC6: comparing centralized retrieval, baseline
distributed retrieval and global clustering

5.2 Discussion

One reason that global clustering improves distributed re-
trieval is that it makes the distribution of relevant docu-
ments more concentrated. Figure 5 plots the distribution of
relevant documents in TREC4-100col-global and in TREC4-
100col-bysource. We ranked the collections according to how
many relevant documents a collection has for a query. This
is named the optimal ranking because it is the best a collec-
tion selection algorithm can attain. The X-axis shows the

Stop words are not included.

collection ranks and the Y-axis shows how many relevant
documents a collection at a rank position has for a query on
average. That is,

y(7) = (Z number of relevant documents in ¢;; for @;)/49
Qj

where c;j; is the ith ranked collection for query Q; according
the optimal ranking. We can see that relevant documents
are significantly more densely distributed in TREC4-100col-
global than in TREC4-100col-bysource. The TREC4 queries
have 133 relevant documents per query on average. With
TREC4-100col-global, the top 10 collections for a query have
119 relevant documents on average. By comparison, the
number is only 65 with TREC4-100col-bysource. The dense
distribution of relevant documents increases the potential for
effective distributed retrieval. The only remaining question
is whether we can select the right collections.

60 T T T T T T

TREC4-100col-global, optimal ranking ——
TREC4-100col-bysource, optimal ranking -+

50 ¢ 4

40

30

20

number of relevant documents per query

30 40 50 60 70 80 90 100
rank of collections

Figure 5: Comparing the distributions of relevant docu-
ments in TREC4-100col-global and TREC4-100col-bysource

Another reason is that collection selection is more ac-
curate with topic-based collections than with heterogeneous
collections. Figures 6 and 7 show how well collection se-
lection works with topic-based collections (TREC4-100col-
global) and heterogeneous collections (TREC4-100col-
bysource). Collections were ranked in two ways, by optimal
ranking (as done in Figure 5) and by Kullback-Leibler di-
vergence. For TREC4-100col-global (Figure 6), Kullback-
Leibler closely fits the optimal curve. When 10 collec-
tions are selected for each query by each method, the op-
timal ranking finds 119 relevant documents per query and
Kullback-Leibler finds 90. This represents a 76% (90/119)
accuracy. This shows that with topic-based collections,
collection selection is very accurate. For TREC4-100col-
bysource (Figure 7), Kullback-Leibler does not fit the opti-
mal curve as well. The accuracy is only 54% (35 Kullback-
Leibler /65 optimal).

Table 3 shows that global clustering is more effective
than centralized retrieval when 10 documents are retrieved
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Figure 6: TREC4-100col-global: optimal collection ranking
vs ranking by Kullback-Leibler
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Figure 7: TREC4-100col-bysource: optimal collection rank-
ing vs ranking by Kullback-Leibler

per query on TREC4. The reason for the improvement is
that the small number of collections we selected contain
most of the relevant documents. Therefore we are able to
exclude many non-relevant documents from the top ranked
set without removing many relevant documents. If we divide
the 490 documents (10 documents per query * 49 queries) re-
trieved by centralized retrieval in two categories, those that
were included and those that were excluded by distributed
retrieval, 56% (217 relevant/387 total) of the included are
relevant while only 23% (24/103) of the excluded are rele-
vant.

The collections in TREC4-100col-bysource have roughly
the same number of documents. The collections in TREC4-
100col-global, however, have very different numbers of docu-
ments, ranging from 301 to 82,727. One might have the con-
cern that our collection selection method may simply choose
the largest collections. To make sure our technique is im-
mune to this problem, we calculated the average number of
documents per collection for the collections we searched (10
collections per query). The number is 5,300, which is even
slightly smaller than the average (5,675) for the whole set
TREC4-100col-global.

In a dynamic environment where new documents arrive
regularly, one pass clustering is more appropriate. We found
that when one pass K-Means clustering was used, the re-
trieval performance is only 3% worse than two pass clus-

tering on TREC4. It means that our technique would also
work well in a dynamic environment.

5.3 Collection Selection Metrics

The INQUERY retrieval function is very effective for doc-
ument retrieval, as shown by past TREC results [9]. It is,
however, less effective than Kullback-Leibler for collection
selection. Table 5 compares the retrieval performance on
TREC4-100col-global when the INQUERY retrieval func-
tion instead of Kullback-Leibler was used for collection selec-
tion. (The INQUERY-style collection selection is described
in [2, 23].) Ten collections were selected per query by each
metric. Using INQUERY for collection selection resulted in
a drop in precision at all cutoff levels, with an average drop
of 7.6%. The collections selected by INQUERY have an
average of 82 relevant documents per query while the ones
selected by Kullback-Leibler have 90 per query. The results
show that collection selection is different from document re-
trieval. A good metric for one problem is not necessarily
good for the other.

Kullback  INQUERY
Leibler
5 docs: 0.6204 0.5510 (-11.2)
10 docs: 0.5163 0.4633 (-10.3)
15 docs: 0.4639 0.4272 (- 7.9)
20 docs: 0.4194 0.3980 (- 5.1)
30 docs: 0.3707 0.3565 (- 3.8)

Table 5: Comparing Kullback-Leibler and INQUERY for
collection selection on TREC4-100col-global

6 Local Clustering

In environments where subsystems are autonomous, local
clustering is appropriate. Since the number of clusters cre-
ated is small for each subsystem, the method also scales
well. Table 6 shows that the retrieval performance of local
clustering is only slightly worse than centralized retrieval.
Ten collections were searched for each query. Performance
at document cutoff 5 is even somewhat (2.1%) better than
centralized retrieval. Local clustering is substantially bet-
ter than the baseline distributed retrieval method. The re-
sults demonstrate that some extra work from participating
subsystems can significantly improve the performance of a
distributed retrieval system. Compared to global clustering
(Table 3), local clustering is slightly worse in performance.
In our opinion, local clustering is a reasonable tradeoff be-
tween retrieval effectiveness and implementation complexity.

7 Multiple-Topic Representation

Table 7 shows the performance of distributed retrieval with
multiple-topic representation. The set of collections used is
TREC4-10col-bysource, which has 10 collections. The base-
line distributed retrieval method represents a collection as
one topic model while the new method represents a collec-
tion as several topic models, as discussed in section 3. The
average number of topic models is 10 per collection with the
new method. The rank of a collection was determined by
the best topic model of that collection for a query. Two



TREC4 TREC4 TREC4
centralized 100col-bysource 100col-local

5 docs: 0.5918  0.4245 (-28.3) 0.6041 (+2.1)
10 docs: 0.4918 0.3816 (-22.4)  0.4857 (-1.2)
156 docs: 0.4612  0.3469 (-24.8)  0.4381 (-5.0)
20 docs: 0.4337 0.3122 (-28.0)  0.4020 (-7.3)
30 docs: 0.3714  0.2769 (-25.4) 0.3476 (-6.4)

Table 6: TREC4: comparing centralized retrieval, baseline
distributed retrieval and local clustering

collections were searched per query. The retrieval perfor-
mance of multiple-topic representation is noticeably better
than the baseline distributed retrieval at all cutoffs. The
improvement is statistically significant at all cutoffs (t-test,
p-value < 0.01). The improvement at document cutoff 5 is a
substantial 18%. The results show that representing a het-
erogeneous collection as a number of topics can significantly
improve collection selection.

One problem with multiple-topic representation is that
relevant documents are still sparsely distributed. Even
though we are able to rank the collections more accurately,
searching a few collections miss many relevant documents.
Therefore the retrieval performance is significantly worse
than centralized retrieval and the other two techniques. In
fact, even with perfect collection selection based on the num-
ber of relevant documents in a collection, the performance
is still worse than centralized retrieval (‘Table 7).

8 Efficiency

It took about 6 hours on an Alpha workstation to run the
two pass K-Means algorithm on TREC4 when 100 topics
were created. The speed is acceptable for 2 GB collections.
Memory usage was around 100 MB and can be reduced with
more careful implementation. When local clustering was
performed on the six document sources of TREC4 individ-
ually, the time to create 100 topics was 2 hours.

For very large collections (e.g. 100 GB), we probably
need to create significantly more topics. Global clustering
would be too slow in such cases. One solution is to use
faster clustering algorithms. The other solution is to par-
tition large collections into chunks of appropriate size (e.g.
2 GB per chunk) and cluster each chunk separately. The
results of local clustering suggests that the second solution
shall be close to global clustering in performance.

9 Related Work

Distributed retrieval has been studied under a variety of
names, including server selection [10], text database resource
discovery [8] and collection selection [2]. A popular tech-
nique for representing collections is to use word histograms
[8, 2, 23]. Other techniques include manually describing the
content of a collection [14] and knowledge-based techniques
[3].

Kosmynin proposed an approach to distributed retrieval
based on shared interests among users [15]. Danzig proposed
an approach to organize a document space around retrieval
results for a set of common queries [5]. Dolin proposed an
approach to server selection based on term classification to
address the vocabulary mismatch between user requests and

actual documents [6]. Weiss et al proposed an approach to
organizing web resources based on content and link clus-
tering [22]. Hawking et al proposed a distributed retrieval
technique based on lightweight probe queries [10]. Xu and
Callan demonstrated that properly expanded queries can
improve collection selection [23]. French et al discussed is-
sues in evaluating collection selection techniques [7].

Document clustering has been extensively studied in IR
as an alternative to ranking-based retrieval and as a tool for
browsing [21]. Recent trends in document clustering include
faster algorithms [4, 20] and clustering query results [11].
The K-Means algorithm was described in [13].

Ponte showed that language modeling approach to re-
trieval can produce very effective retrieval results [19]. His
results were corroborated by groups using similar techniques
at TREC7 [9]. Language modeling was used by Yamron et
al for text segmentation [24]. Topic models in this study are
similar to the ones in that work.

10 Conclusion and Future Work

This paper proposed a new approach to distributed retrieval
based on document clustering and language modeling. Un-
der the general approach, we proposed three methods of or-
ganizing a distributed retrieval system. All three methods
can improve the results of distributed retrieval.

One area for future work is to determine how many top-
ics are appropriate for a collection. Related to this issue is
to determine when to create a new topic in a dynamic appli-
cation. The second area is to explore techniques to improve
the quality of clustering. One approach under investigation
is to characterize the natural structure of a collection by us-
ing the average link algorithm on a random sample of the
collection. The resulting clusters are used as seeds when we
run the K-Means algorithm on the whole collection. The
third area is to explore the usability of faster clustering al-
gorithms.
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