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ABSTRACT

RETRIEVAL AUGMENTED REPRESENTATION
LEARNING FOR INFORMATION RETRIEVAL

MAY 2024

HELIA HASHEMI

B.Sc., AMIRKABIR UNIVERSITY OF TECHNOLOGY

M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor W. Bruce Croft

Information retrieval (IR) is a scientific discipline within the fields of computer

and information sciences that enables billions of users to efficiently access the infor-

mation they need. Applications of information retrieval include, but are not limited

to, search engines, question answering, and recommender systems.

Decades of IR research have demonstrated that learning accurate query and doc-

ument representations plays a vital role in the effectiveness of IR systems. State-of-

the-art representation learning solutions for information retrieval heavily rely on deep

neural networks. However, despite their effective performance, current approaches are

not quite optimal for all IR settings. For example, information retrieval systems often

deal with inputs that are not clear and self-sufficient, e.g., many queries submitted to

search engines. In such cases, current state-of-the-art models cannot learn an optimal

representation of the input or even an accurate set of all representations.

To address this major issue, we develop novel approaches by augmenting neural

representation learning models using a retrieval module that guides the model to-
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wards learning more effective representations. We study our retrieval augmentation

approaches in a diverse set of somewhat novel and emerging information retrieval ap-

plications. First, we introduce Guided Transformer—an extension to the Transformer

network that adjusts the input representations using multiple documents provided by

a retrieval module—and demonstrate its effectiveness in learning representations for

conversational search problems. Next, we propose novel representation learning mod-

els that learn multiple representations for queries that may carry multiple intents,

including ambiguous and faceted queries. For doing so, we also introduce a novel

optimization approach that enables encoder-decoder architectures to generate a per-

mutation invariant set of query intents.

Furthermore, we study retrieval-augmented data generation for domain adaptation

in IR, which concerns applying a retrieval model trained on a source domain to a

target domain that often suffers from unavailability of training data. We introduce

a novel adaptive IR task, in which only a textual description of the target domain

is available. We define a taxonomy of domain attributes in information retrieval

to identify different properties of a source domain that can be adapted to a target

domain. We introduce a novel automatic data construction pipeline for adapting

dense retrieval models to the target domain.

We believe that the applications of the developed retrieval augmentation methods

can be expanded to many more real-world IR tasks.
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CHAPTER 1

INTRODUCTION

Research in information retrieval (IR) started in the 1950s with automatic analy-

sis, processing, and indexing of text. IR can be broadly interpreted as an interactive

process for connecting users with the “right information” at the “right time” to ac-

complish a task, where interaction can be multi-modal (e.g., using text, speech, and

gestures) and connection can be made in multiple ways (e.g., querying, browsing, and

recommendation) [219]. Since its early days, IR research has focused on text data.

Similarly, this dissertation focuses on text-based applications.

Users have always been in the center of IR research, which is one of the main factors

that distinguishes the information retrieval field from database and even artificial

intelligence (AI) [30]. One of the earliest and most important applications of IR was in

the library, so naturally, in addition to computer scientists, librarians and information

scientists have adopted IR research and have made significant contributions to the

field. Over time, the way people access information and their expectations from IR

systems have significantly changed. The creation of the Internet, the rise of challenges

associated with big data, and the momentum gained by applications like web search

resulted in many implications in the design of IR systems. Since then, the role of

the user in IR has remained strong [9, 30, 66] but the contributions of the computer

science community on IR research have become more and more prominent [29]. The

contributions of this dissertation also lie on the system side of information retrieval

as we study the core models in an IR system.

1



IR aims to make access to information easier. The context or the medium in which

we define information also matters. Thus, the research problems studied in the field

have heavily been restricted to different platforms and applications. One of the core

problems of the field since the beginning was representation learning. The common

practice for representation learning in IR is to use state-of-the-art pre-trained large

language models that are fine-tuned for IR tasks [46, 96, 112]. Despite substantial

recent progress in representation learning, it remains a major challenge, because each

platform or problem brings its own requirements and constraints. For instance, in

web search, queries are often short and, consequently, many queries are vague or

incomplete. Consider the ambiguous query ‘TREC’; the real intent of the user by

submitting this query may be the ‘Texas Real Estate Commission’, or in a more

relevant context to this dissertation, the ‘Text REtrieval Conference’. Furthermore,

people may use the same wording to explain different things. If a user issues the query

‘migraine’, they may look for ‘what triggers migraine?’, while another user may use

it to find information about ‘migraine symptoms’. State-of-the-art IR models learn

a single representation for each query, however, given that queries often carry multi-

ple meanings (also called query intents), having a single query representation is not

optimal. Similar challenges exist in many other applications, such as conversational

search where users have not yet expressed all their needs. This dissertation introduces

a number of approaches for such scenarios, where the inputs to the IR models are not

sufficient.

This dissertation uses retrieval augmentation [214] as a general framework and

designs state-of-the-art retrieval augmented models that will serve IR applications

such as query representation, conversational search, and domain adaptation as their

downstream tasks. In more detail, we design neural models that take advantage

of an embedded retrieval module and evaluate our models for core IR applications.

This process is depicted in Figure 1.1. It is important to highlight that existing
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Figure 1.1: Retrieval augmentation for information retrieval.

research has defined the core concepts of IR, such as information need, relevance,

feedback, browsing, and evaluation, based on people as the end users of IR systems

[30]. However, retrieval augmentation is one of the very few scenarios in which IR

system is not serving humans firsthand, but it serves another system. This may

require us to revisit the core concepts of IR in the context of retrieval augmentation.

Although retrieval augmented models have recently become a focus of natural

language processing and computer vision fields, it has roots in early IR research.

Pseudo-relevance feedback (PRF) that was introduced in the 1970s [4, 27] assumes

that the top retrieved documents retrieved in response to a query are relevant to

the query. Based on this assumption, PRF uses the top retrieved documents for

query term weighting and expansion [86, 196, 220]. Even though the idea is close to

the concept of retrieval augmentation, it has been studied with completely different

terminology and in the context of very few applications, such as query expansion.

This dissertation proposes the early attempts to use retrieval-augmented deep learning

for IR problems. For more information on retrieval augmentation and its historical

context, refer to Chapter 2.
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In the rest of this chapter, we discuss the IR applications that we study in this

dissertation. We discuss the importance of these applications, the shortcomings that

they currently face, and how retrieval augmentation can address them. We pick three

diverse and unstudied IR tasks to highlight the universal power and potential of the

developed retrieval augmented models for challenging IR tasks. The rest of this sec-

tion delivers a deep dive into the IR applications that we use in this dissertation

and is organized as follows: Section 1.1 focuses on retrieval-augmented models for

conversational search as an emerging application in IR industry. Our work on con-

versational search enables us to learn more accurate representation of information

seeking conversations, which results in smarter conversational agents that can ask

relevant clarifying questions. Section 1.2 proposes a framework for learning multi-

ple representations for each single input. This has many use cases. In this specific

work, we decide to study its applications on representing search queries. We discuss

how learning multiple representations can improve the performance of IR systems for

queries that are ambiguous or faceted. In Section 1.3 we focus on domain adaptation

in IR. We introduce a new category of domain adaptation for neural IR models that

has not been studied before. In contrast to previous works, we assume the retrieval

model does not have access to the target document collection. Instead, it does have

access to a brief textual description that explains the target domain. We define a

taxonomy of domain attributes in retrieval tasks to understand different properties of

a source domain that can be adapted to a target domain. We propose an automatic

data construction pipeline that produces a synthetic document collection, query set,

and pseudo relevance labels, given a textual domain description to mimic the target

domain data. The model later gets adapted using this data for the target task.
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1.1 Retrieval-Augmented Representations for Conversational

Search

Conversational search has recently attracted considerable attention as an emerg-

ing subarea of information retrieval. The goal of conversational search systems is to

address user information needs through multi-turn natural language conversations.

This goal is partially addressed in previous work with several simplifying assump-

tions [18, 32, 140, 146]. Most existing work in conversational search assumes that

users always ask a query, and the system only responds with an answer or a ranked

list of documents.

There have been some recent efforts to go beyond the “user asks, system responds”

paradigm in conversational search by asking clarifying questions from the users, in-

cluding offline evaluation of search clarification [2], clarifying question generation for

open-domain search queries [215], and preference elicitation in conversational rec-

ommender systems [19, 157, 224]. Past research in search clarification has shown

significant promise in asking clarifying questions. However, utilizing user responses

to clarifying questions for improving the search performance has been understudied.

In Chapter 3, we propose a model that learns an accurate representation for a given

user-system conversation. We focus on the conversations in which the user submits

a query, and due to uncertainty about the query intent or the search quality, the

system asks one or more clarifying questions to reveal the actual information need

of the user. This is one of the many necessary steps that should be taken to achieve

an ideal mixed-initiative conversational search system. We propose a neural network

architecture that retrieves multiple information sources for learning accurate represen-

tations of user-system conversations. We extend the Transformer architecture [176]

by proposing Guided Transformer – a novel attention mechanism that adjusts the

input representation conditioned on multiple retrieved external sources. We train

an end-to-end network based on the proposed architecture for two downstream tar-
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get tasks: document retrieval in conversational search and next clarifying question

selection.

1.2 Learning Multiple Query Intent Representations through

Retrieval Augmentation

Representation learning has always played a key role in information retrieval sys-

tems. Most retrieval models, including recent neural approaches, use representations

to calculate similarities between queries and documents to find relevant information

from a corpus. An emerging recipe for achieving state-of-the-art effectiveness in neu-

ral IR models involves utilizing large pre-trained large language models (LLMs), e.g.,

BERT [39] and BART [89], for representing user inquiries and documents [96]. Al-

though these representations benefit from well-designed attention mechanisms and

have led to significant performance improvements in many IR and natural language

processing (NLP) tasks, they have their own shortcomings in deployment for some

tasks. For instance, in query representation learning, which is a core IR problem,

the current common practice is to use the query text as the LLM’s input and pro-

duce a single representation for the query, e.g., see [71, 195]. However, as is widely

accepted [154], each query may be associated with multiple intents.1 We argue that

learning a single representation for these queries causes information loss for individual

query intents and cannot be semantically inclusive for all query intents. Consequently,

it cannot be optimal for many IR applications, including query facet generation, query

disambiguation, search result diversification, and clarification in web and conversa-

tional search engines.

In Chapter 4, we address this issue by proposing a general framework for learning

multiple representations for a query such that each representation addresses one of its

1In this dissertation, query intent and facet are used interchangeably.
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potential intents. Our framework is designed based on a neural retrieval-augmented

encoder-decoder architecture and is optimized such that the generic query represen-

tations produced by the encoder are transformed into multiple remotely distributed

representations, each associated with a query intent. Our framework has applications

in a wide range of IR tasks outlined in Chapter 4.

1.3 Domain Adaptation with Description for IR

Domain adaptation is a challenging task in information retrieval, specifically when

training data in the target domain is not available or is limited. Given the costly

process of gathering training data in different domains, the hope in the task of domain

adaptation is to train a retrieval model with existing training data that are available in

a source domain, and then find techniques that make the retrieval model adaptable to

any given target domain. The traditional setting in this task assumes that the training

data and collection is available in the source domain and little or zero training data

exists in the target domain in addition to the collection. However, we argue that

this is not always a realistic assumption. For many reasons like privacy, access to the

target collection may not be feasible. So, we define a scenario in which the retrieval

model does not access the target collection for adaptation, but it has access to a

textual description that describes the target domain at high level. To the best of our

knowledge, this is the first time that the task of domain adaptation is formulated in

this setting. In Chapter 5, we define a taxonomy for this new task, and propose a

retrieval augmented model that addresses the problem by automatically creating an

intermediary collection. Utilizing this intermediary collection, we develop an adaptive

retrieval model through pseudo query generation and pseudo labeling, demonstrating

significant improvement compared to competitive baselines.
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1.4 Contributions

This dissertation focuses on retrieval-augmented models for information retrieval

tasks, which are relatively unexplored. We focus on a diverse set of IR applications to

evaluate our models. The major published contributions of this dissertation include:

• We design a novel model that learns a better representation of an information

seeking conversation. To be more specific, for queries that are ambiguous or faceted,

our model is able to retrieve from external sources and utilizes the result list to learn

more accurate representations of the conversation. We show that this improves

document ranking and next clarification selection in conversational search.

• We show that the go-to practice for learning representation of text, which is us-

ing large language models (e.g., BERT and GPT3) is sub-optimal for many IR

tasks. We focus on the task of query representation and show that queries that

are ambiguous or have multiple facets could benefit from multiple representations

such that each representation is associated with one facet of the query. For doing

so, we develop NMIR – a novel encoder-decoder model that is able to generate all

potential intents behind user’s query based on the retrieval results. At the end, we

evaluate our model with the accuracy of the generated facets, and how the individ-

ual representations affect the performance of the system for retrieval. For efficient

training of our model, we suggest an asynchronous optimization approach.

• We further revisit NMIR by addressing one of its shortcomings. NMIR optimization

is sequential, meaning that it learns a list of multiple representations. However,

query representations do not follow a particular order. We address this issue by

introducing PINMIR – a model that learns to generate a set of text pieces in a

permutation invariant manner. This helps us acquire more effective representations

for our previous solution to learn multiple representations. This is achieved by

(1) introducing a stochastic permutation-invariant optimization approach, and (2)
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resetting the positional encoding of Transformer network for each intent description

generated by the model.

• We introduce a new category of domain adaptation for information retrieval, where

only the description of the target domain is available. We provide benchmark results

for this new task and develop a model for automatic creation of a collection from

domain description for training an adaptive neural ranking model. We demonstrate

that learning an adaptive ranking model from an automatically constructed target

collection would lead to significant performance improvements on a wide range of

standard IR benchmarks.
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CHAPTER 2

RELATED WORK

In this chapter, we review related literature to our work. We discuss how they are

relevant but different from what this dissertation offers. In more detail, we start by

introducing pseudo-relevance feedback as an early retrieval augmentation approach

that has been around for decades. We later review the recent literature on large

deep learning models for language modeling and improving them through retrieval

augmentation. Next, we provide a brief overview of conversational search and clarifi-

cation, which has been used in evaluating our models in Chapter 3. We next present

the literature on representation learning for search queries, query facet generation,

and permutation-invariant representations. These parts are related to the contribu-

tions of Chapter 4. We finally review the literature on domain adaptation in neural

IR, which is related to our work presented in Chapter 5.

2.1 Pseudo-Relevance Feedback

In information retrieval, pseudo-relevance feedback (PRF), or blind feedback,

refers to an approach for updating the query model using the top retrieved docu-

ments. This approach assumes the top retrieved documents are relevant to the query,

so they can be used for various goals, e.g., query expansion. The main goal of PRF

is to improve retrieval performance and this approach has been shown to be highly

effective in many retrieval models and tasks [86, 103, 105, 150, 220].

The Rocchio algorithm [150] is one of the earliest relevance feedback methods,

which was developed for the vector space retrieval model. This Rocchio algorithm
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combines the original query vector with positive and negative feedback vectors which

are created using the relevant and non-relevant documents, respectively. Later on,

Attar and Fraenkel [4] as well as Croft and Harper [27] proposed to improve the

retrieval effectiveness without relevance information using pseudo-relevance feedback.

Later, several PRF models have been proposed for the language modeling framework.

The comparative analysis of PRF methods done by Lv and Zhai [103] showed that the

mixture model [220] and a variant of relevance models (i.e., RM3 [1, 86]) outperform

other PRF methods.

The aforementioned methods are based on unigram language models without hav-

ing access to additional sources of information. Using other information, such as term

proximity [104, 110], term topics [204], term dependency [107], and semantic similar-

ity [114, 208, 209], improves pseudo-relevance feedback. There are also a number of

learning-based query expansion methods that use thesauruses and external resources

[151, 158]. In addition, there has been research to determine which documents can

be useful in generating feedback models [35, 55].

Prior work has demonstrated that query expansion with pseudo-relevance feed-

back leads to significant performance improvement on a number of retrieval tasks.

The main reason is that queries are short and consuming the top retrieved docu-

ments enables us to obtain better query representations. Even though this disser-

tation is not directly related to pseudo-relevance feedback, it is strongly influenced

by the idea behind it. The retrieval-augmented neural networks came well after the

pseudo-relevance feedback models, but they are designed based on the same concept.

Retrieval-augmented models use the results of a retrieval model as an input to a net-

work to enrich the representations. Similarly, pseudo-relevance models assume the

top retrieved documents are relevant and use them for improving query models.
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2.2 Large Language Models

Language models are machine learning models that are trained to predict the like-

lihood of a sequence of words. Currently, the state-of-the-art approach is to use large

transformer-based language models, such as GPT [142] and T5 [144]. An evolving

technique for using these models is called “prompting.” It refers to using language

models to generate text by providing the model with a short text (the prompt) that

serves as a starting point for the model’s generation. The idea behind prompting is

to provide the model with a specific context or task, so that it can generate text that

is more focused and coherent.

Prompts can be used for few-shot learning. To be more specific, language models

can be fine-tuned for specific tasks using a small amount of task-specific data, such

as a few examples or instructions. These models are called instruction-tuned lan-

guage models. They include T0 [155], InstructGPT [125], and Tk-Instruct [189].

Instruction-tuned models are promising in that they make it possible to fine-tune

language models on new tasks with minimal data. InstructGPT [125] argues that it

is more effective and truthful than GPT-3 at following user intentions.

In this context, the term “instruction” is distinct from “description” as used in this

paper. In previous research, the term “instruction” has been used interchangeably

with “intention” and is closely related to the concept of user intent in the field of IR.

For example, it was found that if GPT-3 prompted to explain the moon landing to a

6-year-old, it outputs the completion of the prompt text, while InstructGPT generates

a more accurate and appropriate response that precisely explains moon landing with

simple wording [124]. This is attributed to their training – GPT-3 predicts the next

word, while InstructGPT employs techniques such as reinforcement learning from

human feedback for fine-tuning the model to better align with user instructions. Other

recent research has focused on fine-tuning language models to follow instructions

using academic NLP datasets such as FLAN [190] and T0 [155]. However, all these
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instruction-based language models are currently limited in their ability to perform

complex, multi-step tasks, as opposed to the high-level task-oriented approach used

in this study.

Instruction-tuned language models have been effectively applied to various NLP

tasks, but have received less attention in the field of IR. This is due to the challenge

of casting a retrieval task into the sequence-to-sequence format typically used by

these models, as it requires encoding a large corpus of documents. Concurrent to

our work, Asai et al. [3] proposed a retrieval method that explicitly models a user’s

search intent by providing natural language instruction. They concatenated the query

with the instruction, encoding it as the query embedding, and then computed the

cosine similarity between query and document pairs. In this work, the authors simply

concatenated the instruction to the query. However, this approach is limited to

handling atomic commands that improve alignment with human intentions, such as

“write an answer to this question.” These types of instructions are distinct from

high-level overviews of complex tasks that require multiple steps to complete.

2.3 Retrieval Augmentation

The basic idea behind retrieval-augmented machine learning models is using a

retrieval model to retrieve k documents and employing them in the input of an ML

model [214]. The topic is recently in the spotlight due to the challenges it addresses

in modern machine learning design, such as “hallucination” in language models.1

However, as mentioned above, the idea has roots in traditional IR models. Although

the terminology used in recent ML literature is vastly different from the IR literature,

the core idea has been used in many IR tasks studied since the 1970s. For example,

many query expansion approaches use the pseudo-relevance feedback assumption. In

1hallucination in language models is defined as generating content that is nonsensical or unfaithful
to the provided source content.
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addition, open-domain question answering models perform retrieval and then process

the retrieved documents (often called the ‘reader’ model) to produce an answer.

Some works [90] make an analogy between the concept of retrieval augmentation

with the memory based architectures [164, 192]. Memory architectures refer to a

group of models that benefit from a module that caches useful information for the

model and fetches the information as needed. Even though not common, a simple

inverted index in a search engine could be considered as a non-parametric memory

that the model looks up into whenever a new query comes into the system. Similarly,

augmenting the model with the result list of a non-differentiable retrieval system could

be considered as accessing to non-parametric memory. Some recent works [47, 88, 90]

showed promising results by learning the parameters of a retrieval model and the

downstream task at the same time and in an end-to-end manner. The regimen of

training these two modules at the same time makes the retrieval-augmented module

play as a parametric memory which is the focus of memory architectures.

Despite the idea behind retrieval augmentation being around for many years, the

current formulation of the problem emerged after large-scale neural models became

mainstream in the fields of ML and NLP, and the problems associate with them, e.g,

hallucination, arose.

Some approaches use retrieval components solely for the purpose of optimization,

e.g., for producing training data and/or computing loss functions. Thus, the retrieval

model will not be used during inference. For instance, ANCE [195] and its extensions

[94, 137] are dense retrieval models that iteratively use the model parameters to

retrieve documents for producing ‘hard’ negative samples for training the model.

Some early work in weak supervision in IR [38, 211] also inspired the main idea

behind retrieval augmentation for optimization.

Among all these, there are two lines of work that are most relevant to the ap-

proaches contributed by this dissertation. They include retrieval augmentation for
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knowledge-intensive tasks and for language models. In the following subsections, we

review these two categories of retrieval-augmented models.

2.3.1 Retrieval Augmentation for Knowledge-Intensive Language Tasks

Recent studies have shown that large language models are able to memorize and

generalize knowledge observed in their training set and achieve significant perfor-

mance on various NLP tasks. However, they still lack grounding in the real-world

applications, and their capacity is heavily constrained with task-specific architec-

tures. Access to external knowledge, that may come from a result list returned by

a retrieval model, may help with this issue [36, 75, 90, 225]. Open-domain question

answering, fact verification, and task-oriented dialogues are examples of knowledge-

intensive tasks. Lewis et al. [90] introduced retrieval-augmented generation (RAG)

by augmenting a text generator model with the output of a non-parametric retriever

that uses maximum inner product search. In open-domain QA, the general approach

is to retrieve documents or passages from Wikipedia or the web and then extract an

answer from them [63, 141]. Similar retrieval augmentation approaches are also used

for multi-hop reasoning and iterative question re-writing [33, 70].

Improving the representations learned by neural models with the help of external

resources has been explored in a wide range of tasks. Wu et al. [194] proposed a text

matching model based on recurrent and convolution networks that has a knowledge

acquisition gating function that uses a knowledge base for accurate text matching.

Yang et al. [202] studied the use of community question answering data as an external

knowledge base for response ranking in information seeking conversations. They

proposed a model based on convolutional neural networks on top of the interaction

matrix. More recently, Yang et al. [198] exploited knowledge bases to improve LSTM

based networks for machine reading comprehension tasks.
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To avoid hallucination in task-oriented dialogues, Thoppilan et al. [172] intro-

duced LaMDA – a language model optimized for chatbots and task-oriented dialogues.

The authors collected data from a setting where crowdworkers can use external tools

to find factual claims, and trained the model to mimic their behavior.

2.3.2 Retrieval-Augmented Language Models

Khandelwal et al. [69] introduced KNN-LM, a simple extension to language mod-

els that uses a retrieval module to find the nearest neighbor tokens given the prefix

as query. KNN-LM linearly interpolates the predicted distribution for the next token

using distance information from the retrieval mechanism. Similarly, BERT-KNN [68]

employs a nearest neighbor algorithm to augment a BERT model to learn better

representations for rare facts. Tay et al. [169] formulated the retrieval problem as a

sequence-to-sequence task, and proposed training a model that learns the mapping

of document content to document identifiers. This can be used to generate relevant

document identifiers given a query at inference time. More recently, Borgeaud et

al. [12] proposed RETRO for language modeling. They combined a frozen BERT

retriever, a differentiable encoder, and a cross-attention mechanism (followed by our

contribution in Chapter 3, Guided Transformer) to access the retrieved tokens and

make a final prediction based on information from the input and the retrieved items

from the database.

2.4 Conversational Search and Question Answering

Conversational search is an emerging application of information retrieval and has

attracted considerable attention in recent years. It has roots in early work on in-

teractive information retrieval. For instance, Cool et al. [23] studied how users can

have effective interactions with a information seeking system. Later on, Croft and

Thompson [28] introduced I3R, the first interactive IR system with a user modeling

16



component. Conversational system research in the form of natural language inter-

action started in the form of human-human interactions [23] or human-system inter-

actions with rule-based models [122, 184]. Some early work also focused on spoken

conversations in a specific domain, such as travel [5, 58].

More recently, Radlinski and Craswell [143] introduced a theoretical framework

and a set of potentially desirable features for a conversational information retrieval

system. Trippas et al. [174] studied real user conversations and provided sugges-

tions for building conversational systems based on human conversations. The recent

improvements in neural models has made it possible to train conversation models

for different applications, such as recommendation [224], user intent prediction [139],

next user query prediction [203], and response ranking [202].

There is also a line of research in the natural language processing community

with a focus on conversational question answering [146]. The task is to answer a

question from a passage given a conversation history. In this paper, we focus on the

conversations in which the system ask a clarifying question from the user, which is

fundamentally different from conversational QA literature.

In this dissertation, we choose conversational search as one of the important prob-

lems of modern IR and use it as one of the main applications to evaluate our models.

In Chapter 3, we explain how the models we developed advance the conversational

systems and help them learn a more effective representation of the conversation his-

tory.

2.5 Search Clarification

Asking clarifying questions has attracted much attention in different domains and

applications. To name a few, Pavel et al. [14] studied user intents and clarification in

community question answering (CQA) websites. Trienes and Balog [173] also focused

on detecting ambiguous CQA posts, which need further follow-up and clarification.
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There is another line of research related to the machine reading comprehension (MRC)

task: given a passage, the aim is to generate questions which point out missing infor-

mation in the passage. Rao and Daumé III [145] proposed a reinforcement learning

solution for clarifying question generation in a closed-domain setting. We highlight

that most techniques in this area assume that a passage is given, and the model

should point out the missing information. Hence, it is different from clarifying the

user information needs in IR. Clarification has also been studied in dialog systems

[11, 34, 102], computer vision [115], and speech recognition [162]. However, since

none of the above-mentioned systems are information seeking, their challenges are

fundamentally different from challenges that the IR community faces in this area.

In the realm of IR, the user study done by Kiesel et al. [72] showed that clarifying

questions do not cause user dissatisfaction, and in fact, they sometimes increase their

satisfaction. Coden et al. [21] studied the task of clarification for entity disambigua-

tion. The clarification format in their work was restricted to a “did you mean A or

B?” template. More recently, Aliannejadi et al. [2] introduced an offline evaluation

methodology and a benchmark for studying the task of clarification in information

seeking conversational systems. They have also introduced a method for selecting the

next clarifying question which is used in this paper as a baseline. Zamani et al. [215]

proposed an approach based on weak supervision to generate clarifying questions for

open-domain search queries. User interaction with clarifying questions has been later

analyzed in [217].

A common application of clarification is in conversational recommendation sys-

tems, where the system asks about different attributes of the items to reveal the

user preferences. For instance, Christakopoulou et al. [19] designed an interactive

system for venue recommendation. Sun and Zhang [166] utilized facet-value pairs to

represent a conversation history for conversational recommendation, and Zhang et al.
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[224] extracted facet-value pairs from product reviews automatically, and considered

them as questions and answers.

In Chapter 3 of this dissertation, we study search clarification as one of our applica-

tions. We focus on conversational search with open-domain queries which is different

from preference elicitation in recommendation, however, the proposed solution can

be used for the preference elicitation tasks as well.

2.6 Representation Learning for Search Queries

Learning accurate query representations is a core problem in neural information

retrieval. It has applications to query-level tasks, such as query classification [93, 209],

query re-writing [57], query auto-completion [16, 129, 187], and query suggestion [37].

It is also an important component in late combination neural ranking models [38, 46],

such as DSSM [60], SNRM [213], ColBERT [71], and ANCE [195].

Traditionally, queries were represented based on term occurrences and frequencies

[152]. However, these models suffer from the vocabulary mismatch problem: when

a concept is represented by different vocabulary in queries and relevant documents.

Several studies have tried to address this issue mostly with query expansion and

pseudo-relevance feedback [27, 86, 150, 220]. Latent semantic indexing (LSI) is one

of the early approaches for learning semantic representation for queries and docu-

ments. It calculates a term frequency matrix given a piece of text and uses singular

value decomposition for embedding the given text in a semantic space. Alternatively,

more recent word embedding models, e.g., word2vec [111] and GloVe [132], learn self-

supervised word representations by predicting words given their adjacent words or

vice versa in a large text collection. Early attempts to use word embedding models

for information retrieval mainly focused on query expansion [82, 208] and document

expansion or language model smoothing [43].
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Zamani and Croft [209] proposed the first model for deriving query representa-

tions from the learned embedding vectors of individual query terms. They introduced

a theoretical framework for query representation and showed that a maximum like-

lihood optimization approach for query representation would lead to averaging the

embedding vectors of query terms, if no more information is available. In their follow

up work [210], the authors suggested to learn IR-specific word and query embeddings

by predicting the words appearing in (pseudo-) relevant documents in response to

each query. Diaz et al. [40] alternatively suggested to train word2vec models on local

context, i.e., the top retrieved documents in response to the query. Later on, Zhang

et al. [221] showed that the relevance-based word embedding of Zamani and Croft

[210] can be further trained on clicked documents obtained from a search engine’s

log, and proposed a generic query representation model that is trained using various

implicit feedback signals, e.g., clicks, with multi-task learning. More recently, large-

scale contextual embedding models, such as BERT [39], are used to represent queries

and documents for a range of IR tasks [96]. These models are often fine-tuned using

supervised signals for the downstream task to perform effectively.

All the query representation learning methods pointed out in this section produce

a single representation for each query. This single representation can be a single

vector for the sequence and/or a single vector per term. However, search queries

often carry multiple intents. Therefore, such models theoretically summarize all the

query intent representations by their centroid representation. We believe that neural

models should go beyond a single query representation in order to effectively address

various information retrieval tasks. In Chapter 4, we propose solutions for learning

multiple representations for search queries to model their various intents.
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2.7 Query Facet Extraction and Generation

Search queries can often be characterized by multiple facets, which are implicit or

explicit aspects of the query. Implicit facets are often called latent topics. Explicit

facets, on the other hand, are words or phrases that represent query aspects. Early

work on facet extraction and/or generation [31, 74, 84, 91, 161] focused on applications

like e-commerce and digital libraries, where facets can be extracted from existing

metadata or taxonomies. These approaches are not extendable to large-scale open-

domain settings.

Besides leveraging taxonomies and external resources, some models extract facets

by global analysis of the entire search corpus [31, 161]. However, the heterogeneous

nature of many search collections, such as the web content, makes such approaches

not adoptable [170]. To address this issue, approaches based on local analysis were

invented [41, 76, 77]. They extract query facets from the top retrieved documents

in the search result list for the query. Notably, Kong and Allan [76, 77, 78] devel-

oped a graphical model based approach for facet extraction. They showed that the

optimization of their model is an NP-hard problem and thus proposed two approxima-

tions (called QFI and QFJ) based on different simplifying assumptions on computing

the joint probabilities in the proposed graphical model. Later on, Dou et al. [42]

introduced QDMiner that extracts facets with a hybrid approach.

Although query facet generation models do not explicitly learn query representa-

tions, they are related to representing different query intents. Therefore, in Chapter 4,

we used query facet generation in one of our experiments to evaluate a model for the

sake of learning multiple representations for a search query. We compare against

the state-of-the-art QFI, QFJ, and QDMiner variations [42, 78] and demonstrate the

effectiveness of the proposed solution.
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2.8 Permutation-Invariant Representation Learning

Query facets do not often follow a certain ordering. In other words, queries have

a set of facets. Therefore, a part of the contributions offered in this dissertation

is related to set generation where each set member is a piece of text. In more de-

tail, Chapter 4 discusses how we design a set generator network to learn multiple

representations for a search query.

Set neural networks are proposed for handling permutation-invariant inputs (i.e.,

set-input networks) or outputs (i.e., set-output networks). Most existing models

focus on set-input problems, where the input of the network is a set of elements.

An algorithm designed for set-input problems should satisfy two conditions. First,

the model’s prediction should remain the same under any permutation of the input

(i.e., permutation invariance). Second, such models should take variable input size.

Therefore, many existing network architectures such as MLP and RNN cannot be

used for set-input networks [116, 123, 168].

One line of work to handle set inputs uses pooling architectures for permutation

invariant mapping [101, 159, 160, 163]. Their core idea is to apply the neural function

F to each set item individually and apply a pooling permutation-invariant function

(e.g., sum or average).

Zaheer et al. [205] discuss the structure of set pooling methods and prove that

they are a universal approximator for any set function. More recently, attention-based

approaches came to the play for the set networks [61, 178, 199]. For instance, Lee

et al. [87] proposed Set Transformer which allows the model to encode pairwise or

higher order interactions between items in a set.

Set-output networks are less explored. To design a set-output network, the model

needs to satisfy two conditions. First, the model must be permutation-equivariant;

meaning that the generation of a particular permutation of output should be as
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probable as any other permutation. Second, the loss function should be permutation

invariant.

Recently, Zhang et al. [223] introduced a model for permutation-equivariant set

generation. Following their work, researchers worked on a transformer architecture

for predicting a set of object properties [79, 100]. The majority of these approaches

study computer vision problems and do not focus on text set generation.

2.9 Domain Adaptation in Neural Information Retrieval

Research in this area can be categorized into two main categories: supervised

adaptation and unsupervised adaptation. In supervised (often few-shot) domain

adaptation, the assumption is that labeled data is available in the source domain

and a (limited) amount of labeled data is available in the target domain, e.g., see

Sun et al. [165]. A common approach within this category is transfer learning, which

utilizes a pre-trained model from the source domain and fine-tunes it on the target

domain using a small set of labeled data. This approach has been shown to improve

model performance by allowing the model to learn the specific characteristics of the

target domain [39].

Unsupervised domain adaptation assumes that the target document collection

is available, but queries and relevance labels are not. Wang et al. [185] proposed

a generative pseudo-labeling approach for this scenario. They generated synthetic

queries from each document in the corpus and applied a re-ranking based pseudo-

labeling approach for each query and document pair. Then, the generated data is

used to train a retrieval model. Zhu and Hauff [226] proposed an answer-aware

strategy for domain data selection, which selects data with the highest similarity to

the new domain. The source data examples were sorted based on their distance to

the target domain center, and the most similar examples were chosen as pseudo in-

domain data to re-train the question generation model. Additionally, they presented
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two confidence modeling methods, namely, generated question perplexity and BERT

fluency score, which emphasized labels that the question generation model was more

confident about. Recently, Gao et al. [44] introduced a zero-shot dense retrieval

model by using a pre-trained generative model to generate hypothetical documents

relevant to the query. They used these generated documents as queries and, with

the use of a pre-trained dense retrieval model, i.e., Contriever [62], they retrieved

documents from the target domain.
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CHAPTER 3

RETRIEVAL-AUGMENTED REPRESENTATIONS FOR
CONVERSATIONAL SEARCH

Conversational search has recently attracted much attention as an emerging in-

formation retrieval (IR) field. The goal of conversational search systems is to address

user information needs through multi-turn natural language conversations. This goal

is partially addressed in previous work with several simplifying assumptions. For

example, the TREC Conversational Assistance Track (CAsT) in 2019 has focused

on multi-turn conversational search, in which users submit multiple related search

queries [32]. Similarly, conversational question answering based on a set of related

questions about a given passage has been explored in the natural language processing

literature [18, 140, 146]. However, the existing settings are still far from the ideal

mixed-initiative scenario, in which both user and system can take any permitted ac-

tion at any time to perform a natural conversation [2]. In other words, most existing

work in conversational search assumes that users always ask a query, and the system

only responds with an answer or a ranked list of documents.

Recent conversational information seeking platforms, such as Macaw [207], pro-

vide support for multi-turn, multi-modal, and mixed-initiative interactions. There

have been recent efforts to go beyond the “user asks, system responds” paradigm

by asking clarifying questions from the users, including offline evaluation of search

clarification [2], clarifying question generation for open-domain search queries [215],

The content of this chapter is largely based on our article published in the proceedings of ACM
SIGIR 2020 [51].
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and preference elicitation in conversational recommender systems [19, 157, 224]. Past

research in search clarification has shown significant promise in asking clarifying ques-

tions. However, utilizing user responses to clarifying questions to improve the search

performance has been relatively unstudied. In this chapter, we propose a model that

learns an accurate representation of user’s information need given their conversation

with the system. We focus on the conversations in which the user submits a query,

and due to uncertainty about the query intent or the search quality, the system asks

one or more clarifying questions to reveal the actual information need of the user.

This is one of the many necessary steps that should be taken to achieve an ideal

mixed-initiative conversational search system.

Motivated by previous research on improving query representation by employing

other information sources, such as the top retrieved documents in pseudo-relevance

feedback [4, 27, 86], we propose a retrieval-augmented neural network architecture

that uses multiple information sources for learning accurate representations of user-

system conversations. We extend the Transformer architecture [176] by proposing

a novel attention mechanism. In fact, the sequence transformation in Transformer

networks is guided by multiple external information sources to learn more accurate

representations. Therefore, we call our network architecture Guided Transformer

or GT. We train an end-to-end network based on the proposed architecture for two

downstream target tasks: document retrieval in conversational search and next clar-

ifying question selection. In the first target task, the model takes a user-system

conversation and scores documents based on their relevance to the user information

need. On the other hand, the second task focuses on selecting the next clarifying

question that would lead to higher search quality. For each target task, we also in-

troduce an auxiliary task and train the model using a multi-task loss function. The

auxiliary task is identifying the actual query intent description for a given user-system

conversation. For text representation, our model takes advantage of BERT [39], a pre-
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trained language model based on the Transformer architecture, modified by adding a

“task embedding” vector to the BERT input to adjust the model for the multi-task

setting.

In our experiments, we use two sets of information sources, the top retrieved

documents (similar to pseudo-relevance feedback) and the pool of different clarifying

questions for the submitted search query. The rationale is that these sources may

contain some information that helps the system better represent the user information

needs. We evaluate our models using the public Qulac dataset and follow the offline

evaluation methodology recently proposed by Aliannejadi et al. [2]. Our experiments

demonstrate that the proposed model achieves over 29% relative improvement in

terms of MRR compared to competitive baselines, including state-of-the-art pseudo-

relevance feedback models and BERT, for the document retrieval task. We similarly

observe statistically significant improvements in the next clarifying question selection

task compared to strong baselines, including learning to rank models that incorporate

both hand-crafted and neural features, including BERT scores.

In summary, the major contributions of this chapter include:

• Proposing a novel attention-based architecture, called Guided Transformer or

GT, that learns attention weights from external information sources.

• Proposing a multi-task learning model based on GT for conversational search

based on clarification. The multi-task learning model uses query intent descrip-

tion identification as an auxiliary task for training.

• Evaluating the proposed model on two downstream tasks in clarification-based

conversations, namely document retrieval and next clarifying question selection.

• Outperforming state-of-the-art baseline models on both tasks with substantial

improvements.
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3.1 Background: Attention in Neural Networks

Attention is a mechanism for computing weights between different inputs in a

neural network. The higher the weight, the higher the attention that the associated

representation receives. For example, Guo et al. [45] used IDF as a signal for term

importance in a neural ranking model. This can be seen as a form of attention. Later

on, Yang et al. [200] used a question attention network to weight the query terms

based on their importance. Attention can come from an external source or can be

computed based on the representations learned by the network.

The concept of attention has been widely explored in NLP and IR [7, 179]. How-

ever, this approach really flourished when the self-attention mechanism proved their

effectiveness in a variety of NLP tasks [39, 97, 128, 130, 176]. Transformer net-

works [176] have successfully implemented self-attention and became one of the ma-

jor breakthroughs in sequence modeling tasks in natural language processing. For

instance, BERT [39] is designed based on multiple layers of Transformer encoders

and pre-trained for a masked language modeling task. Self-attention is a specific at-

tention mechanism in which the representations are learned based on the attention

weights computed by the sequence tokens themselves. In other words, the sequence

tokens decide which part of the sequence is important to emphasize and the repre-

sentations are learned based on these weights. The original Transformer architecture

was proposed for sequence-to-sequence tasks, such as machine translation. The model

consists of the typical encoder-decoder architecture. Unlike previous work that used

convolution or recurrent networks for sequence modeling, Transformer networks solely

rely on the attention mechanism. Each encoder layer, which is the most relevant to

this work, consists of a self-attention layer followed by two point-wise feed forward

layers. The self-attention layer in Transformer is computed based on three matrices,

the query weight matrix WQ, the key weight matrix WK , and the value weight matrix

WV . Multiplying the input token representations to these matrices gives us three
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matrices Q, K, and V , respectively. Finally the self-attention layer is computed as:

Z = softmax(
Q×KT

√
d

)V (3.1)

where d is the dimension of each vector. This equation basically represents a prob-

ability distribution over the sequence tokens using the softmax operator applied to

the query-key similarities. Then the representation of each token is computed based

on the linear interpolation of values. To improve the performance of the self-attention

layer, Transformer repeats this process multiple times with different key, query, and

value weight matrices. This is called multi-head self-attention mechanism. At the

end, all Zs for different attention heads are concatenated as the output of multi-head

self-attention layer and fed into the point-wise fully connected layer.

3.2 Motivation and Problem Formulation

In conversational search systems, users pursue their information needs through

a natural language conversation with the system. Therefore, in case of uncertainty

in query understanding or search quality, the system can ask the user a question

to clarify the information need. A major challenge in asking clarifying questions is

utilizing user responses to the questions for learning an accurate representation of the

user information need.

We believe that the user-system conversation is not always sufficient for under-

standing the user information need, or even if it is sufficient for a human to understand

the user intent, it is often difficult for the system, especially when it comes to reason-

ing and causation. For example, assume a user submits the query “migraines”, and

the system asks the clarifying question “Are you looking for migraine symptoms?”

and the user responds “no!”. Although negation has been studied for decades in the

Boolean information retrieval and negative feedback literature [26, 131, 153, 188], it is
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still difficult for a system to learn an effective representation for the user information

need.

In the above example, if external information sources cover different intents of

query, the system can learn a representation similar to the intents other than “symp-

toms”. We present a general approach that can utilize multiple different information

sources for better conversation representation. In our experiments, we use the top

retrieved documents (similar to the pseudo-relevance feedback assumption [4, 27])

and all clarifying questions for the query as two information sources. Future work

can employ user interaction data, such as click data, and past user interactions with

the system as external sources.

Let Q = {q1, q2, · · · , qn} be the training query set, and Fqi = {f1qi , f2qi , · · · ,

fnqi} denote the set of all facets associated with the query qi.
1 In response to each

query submitted by the user, a number of clarifying questions can be asked. Each

conversation in this setting is in the form of < qi, c1, a1, c2, a2, · · · , ct, at >, where ci

and ai respectively denote the ith clarifying question asked by the system and its

answer responded by the user. The user response depends on the user’s information

need. The goal is to learn an accurate representation for any given conversation

< qi, c1, a1, c2, a2, · · · , ct, at >. The learned representations can be used for multiple

downstream tasks. In this chapter, we focus on (1) document retrieval and (2) the

next clarifying question selection.

Document Retrieval In this task, each training instance consists of a user-system

conversation with clarification, i.e., < qi, c1, a1, · · · , ct, at >, a document from a

large collection, and a relevance label.

Next Clarifying Question Selection In this task, each training instance includes

a user-system conversation with clarification (similar to above), a candidate clarifying

1The approaches are also applicable for ambiguous queries. Therefore, assume Fqi contains all
aspects of the query.
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Figure 3.1: The architecture of a Guided Transformer layer.

question c and a label associated with c. The label is computed based on the search

quality after asking c from the user.

Our model takes advantage of multiple information sources to better represent

each user-system conversation. Let Sqi = {s1qi , s2qi , · · · , smqi} denote a set of ex-

ternal information sources for the query qi. Each sjqi is a text. We later explain

how we compute these information sources in our experiments. Note that the term

“external” here does not necessary mean that the information source should come

from an external resource, such as a knowledge graph. The term “external” refers to

any useful information for better understanding of the user-system conversation that

is not included in the conversation itself.

3.3 Guided Transformer

The architecture of each Guided Transformer (GT) layer is presented in Figure 3.1.

The inputs of each GT layer is an input sequence (e.g., the user-system conversation)

and m homogeneous textual information sources. Each source is a set of sequences.

We first feed the input sequence to a self-attention layer, called “input self-attention”.
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This is similar to the self-attention layer in Transformer (see Section 3.1). In the self-

attention layer, the representation of each token in the input sequence is computed

based on the weighted linear interpolation of all token representations, in which the

weights are computed based on the similarity of the query and key vectors, normal-

ized using the softmax operator. See Equation 3.1 for more details. We also apply a

self-attention layer to the source representations. In other words, the “multi-source

self-attention” layer looks at all the sources and based on their similarity increases

the attention on the tokens similar to those frequently mentioned in different source

sequences. Based on the idea in residual networks [56], we add the input represen-

tations of each self-attention layer with its output and apply layer normalization [6].

This is also the standard technique in the Transformer architecture [176].

In the second stage, we apply attention from multiple external sources to the

input representations, i.e., the “multi-source cross attention” layer. In this layer, we

compute the impact of each token in external sources on each token in the input

sequence. Let ti and t
(k)
j respectively denote the ith input token and the jth token in

the kth source (1 ≤ k ≤ m). The output encoding of ti is computed as follows:

ti⃗ =
m∑︂
k=1

|sk|∑︂
j=1

pca

(︂
t
(k)
j |ti

)︂
v⃗
t
(k)
j

(3.2)

where sk denotes the kth external source and the vector v⃗
t
(k)
j

denotes the value vector

learned for the token t
(k)
j . The probability pca indicates the cross-attention weight.

Computing this probability is not straightforward. We cannot simply apply a soft-

max operator on top of key-query similarities because the tokens come from different

sources with different lengths. Therefore, if a token in a source has a high cross-

attention probability, it would dominate the attention weights, which is not desired.

To address this issue, we re-calculate the above equation using the law of total prob-

ability and the Bayes rule as follows:
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ti⃗ =
m∑︂
k=1

|sk|∑︂
j=1

p
(︂
t
(k)
j |sk, ti

)︂
p (sk|ti) v⃗t(k)j

(3.3)

In Equation 3.3, p
(︂
t
(k)
j |sk, ti

)︂
denotes the attention weight of each token in source

sk to the token ti, and p (sk|ti) denotes the attention weight of the whole source sk to

the input token. This resolves the length issue, since p
(︂
t
(k)
j |sk, ti

)︂
is normalized for

all the tokens inside the source k, and thus no token in other sources can dominate

the weight across all multi-source tokens.

The cross-attention probability p
(︂
t
(k)
j |sk, ti

)︂
is computed by multiplying the key

vectors for the tokens in the source sk to the query vector of the token ti, normal-

ized using the softmax operator. To compute the attention probability p (sk|ti), we

take the key vector for the first token of the sk sequence. The rationale is that the

representation of the start token in a sequence represents the whole sequence [39].

Therefore, the multi-source cross-attention layer can be summarized as follows in a

matrix form:

σ

(︃
Q′ ×K ′T

[CLS]√
d

)︃ m∑︂
k=1

σ

(︃
Q×KT

k√
d

)︃
Vk (3.4)

where Kk is the key matrix for the kth external source, Q is the query matrix for the

input sequence, K ′
[CLS] is the key matrix for the first token of all sources, Q′ is another

query matrix for the input sequence (using two separate of query weight matrices),

Vk is the value matrix for the kth source, and d is the dimension of the vectors. The

function σ is the softmax operator to transform real values in the [−∞,∞] interval to

a probabilistic space. Similar to the Transformer architecture, both self-attention and

multi-source cross-attention layers are designed based on multi-head attention, which

is basically repeating the described process multiple times and concatenating the

outputs. For the sake of space, we do not present the math for multi-head attention

and refer the reader to [176]. Finally, the multi-source cross-attention is followed by
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Figure 3.2: The high-level end to end architecture of the model trained using multi-
task learning, where the first task is the target task (e.g., document ranking) and
the second one is an auxiliary task that help the model identify the user information
need from the user-system conversation. Same colors mean shared weights between
the networks.

residual and layer normalization. Therefore, multiple GT layers can be stacked for

learning more complex representations.

As shown in Figure 3.1, the last step in the multi-source attention layer is a

point-wise feed forward network. This is similar to the last step of the Transformer

architecture and consists of two point-wise feed forward layers with a ReLU activation

in the first one. This feed forward network is applied to all tokens. A final residual

and layer normalization produces the output of each multi-source attention layer.

The input and output dimension of multi-source attention layers are the same.

If there are different data with multiple instances as source signals, the model can

be simply extended by adding more cross-attention layers, one per each data.

3.4 End to End Modeling and Training

The end to end architecture of the model is presented in Figure 3.2. As depicted

in the figure, we use BERT for text representation. BERT [39] is a large-scale network
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based on Transformer which is pre-trained for a language modeling task. BERT has

recently proven to be effective in a wide range of NLP and IR tasks, including question

answering [39], passage re-ranking [120, 126], query performance prediction [50], and

conversational QA [140]. The coloring in Figure 3.2 shows shared parameters. In

other words, we use the same initial parameters for all the models, however, the

parameters for BERTs with different colors are different and they are fine-tuned for

accurate representation of their inputs. The output of external source representations

and input representations are then fed to N Guided Transformer layers introduced

above. N is a hyper-parameter. The representation for the start token of the input

sequence (i.e., [CLS]) is then fed to a feed forward network with a single linear layer

to predict the label. Note that for reusing BERT parameters in both tasks (the yellow

components) we modified the BERT inputs, which is described later in this section.

As shown in the figure, we train our model using multi-task learning. The first task

is the downstream target task (either document retrieval or next clarifying question

selection) and the second task is an auxiliary task to help the model better learn

the representation to identify the user information need. Note that we can train the

model for three tasks (both target tasks and the auxiliary task), but due to GPU

memory constraints we limit ourselves to two separate pairs of tasks.

Task 1: The Target Task (Document Retrieval or Next Clarifying Question

Selection) For the first task, we concatenate all the interactions in the conversation

and separate them with a [SEP] token. For the document retrieval task, we concate-

nate the obtained sequence with the document tokens. For the next clarifying question

selection task, we concatenate the obtained sequence with the next clarifying question.

Therefore, the input of BERT for the document retrieval task is [CLS] query tokens

[SEP] clarifying question tokens [SEP] user response tokens [SEP] document
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tokens [SEP].2 Note that BERT has a maximum sequence length limitation of 512

tokens. Some documents in the collection are longer than this length limit. There

exist a number of techniques to reduce the impact of this issue by feeding passages

to the network and aggregating the passage scores. Since the focus of the work is

on learning accurate conversation representations, we simply truncate the documents

that are longer than the sequence limit.

Since we re-use the BERT parameters for the second task, we modify the BERT

input by adding a task embedding vector. In other words, the model learns a

representation for each task (in the multi-task learning setting) and we simply add

the token embedding, positional embedding, the segment embedding and the task

embedding. The first three embeddings are used in the original BERT model.

Task 2: The Auxiliary Task (Intent Description Identification) The clar-

ifying questions are asked to identify the user information need behind the query.

For example, each faceted query has multiple facets, and each facet shows a query

intent. Therefore, we used the intent description (or facet description) in the data

(see Section 3.2 for more details). Similar to the first task we concatenate the user-

system conversation with the intent (or facet) descriptions. The label for this task

is to identify whether the given facet description describes the user information need

or not. In other words, for each user information need, we take some negative sam-

ples for training the network and the goal is to distinguish the correct query intent

description. This auxiliary task helps the network adjust the parameters by learning

attentions that focus on the tokens related to the relevant facet descriptions. Note

that the intent description is only available at the training time and at the inference

time we put the second part of the model (i.e., task 2) aside.

2This example is only valid for a single clarifying question. The user-system conversation can
contain more turns.
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Loss Function Our loss function is a linear combination of the target loss function

and the auxiliary loss function:

L = Ltarget + αLaux (3.5)

where α is a hyper-parameter controlling the impact of the auxiliary loss function.

Each of these loss functions is defined using cross entropy. For the task of document

retrieval, the labels are binary (relevant vs. non-relevant), while, for the next clari-

fying question selection task the labels are real numbers in the [0, 1] interval (which

are computed based on the retrieval performance if the question is selected). Note

that this loss function for the document ranking is equivalent to pointwise learning to

rank. Previous work that uses BERT for text retrieval shows that point-wise BERT

re-rankers are as effective as the pair-wise BERT models [120].

3.5 Experiments

In this section, we evaluate the proposed model and compare it against state-of-

the-art baselines. First, we introduce the data we use in our experiments and discuss

our experimental setup and evaluation metrics. We finally report and discuss the

results.

3.5.1 Data

To evaluate our model, we use the recently proposed dataset for asking clarifying

questions in information seeking conversations, called Qulac [2]. Qulac was collected

through crowdsourcing based on the topics in the TREC Web Track 2009-2012 [20].

Therefore, Qulac contains 200 topics (two of which are omitted, because they have

no relevant document in the judgments). Each topic has been recognized as either

“ambiguous” or “faceted” and has been also used for evaluating search result diver-

sification. After obtaining the topics and their facets from the TREC Web Track
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Table 3.1: Statistics of the Qulac dataset.

# topics 198
# faceted topics 141
# Ambiguous topics 57

# facets 762
# facet per topic 3.85 ± 1.05
# informational facets 577
# navigational facets 185

# clarifying questions 2,639
# question-answer pairs 10,277

data, a number of clarifying questions have been collected through crowdsourcing

for each topic. In the next step, the authors ran another crowdsourcing experiment

to collect answers to each clarifying question based on a topic-facet pair. The rele-

vance information was borrowed from the TREC Web Track. The statistics of this

dataset is reported in Table 3.1. According to the table, the average facets per topic

is 3.85± 1.05, and Qulac contains over 10k question-answer pairs.

3.5.2 Experimental Setup

We use the language modeling retrieval model [136] based on KL-divergence [83]

with Dirichlet prior smoothing [220] for the initial retrieval of documents from the

ClueWeb collection. The smoothing parameter µ was set to the average document

length in the collection. For document indexing and retrieval, we use the open-

source Galago search engine.3 The spam documents were automatically identified

and removed from the index using the Waterloo spam scorer4 [24] with the threshold

of 70%.

3http://lemurproject.org/galago.php

4https://plg.uwaterloo.ca/~gvcormac/clueweb09spam/
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We evaluate the models using 5-fold cross-validation. We split the data based

on the topics to make sure that each topic is either in the training, validation, or

test set. To improve reproducibility, we split the data based on the remainder (the

modulo operation) of the topic ID to 5. Three folds are used for training, one fold

for validation (hyper-parameter setting), and one fold for testing. After the hyper-

parameters were selected based on the validation set, we evaluate the model with the

selected parameters on the test set. The same procedure was used for the proposed

model and all the baselines.

We implemented our model using TensorFlow.5 We optimize the network param-

eters using the Adam optimizer [73] with the initial learning rate of 3×106, β1 = 0.9,

β2 = 0.999, L2 weight decay of 0.01, learning rate warm-up over the first 5000 steps,

and linear decay of the learning rate. The dropout probability 0.1 is used in all hid-

den layers. The number of attention heads in multi-head attentions is set to 8. The

maximum sequence length for each document is set to 512 (i.e., the BERT maximum

sequence length). We use the pre-trained BERT-base model (i.e., 12 layer, 768 dimen-

sions, 12 heads, 110M parameters) in all the experiments.6 The batch size was set to

4 due to memory constraints. The other hyper-parameters, including the parameter

α (Equation 3.5) and the parameter N (the number of Guided Transformer layers),

were selected based on the performance on the validation set.

3.5.3 Evaluation Metrics

Due to the nature of conversational search tasks, we focus on precision-oriented

metrics to evaluate the models. We use mean reciprocal rank (MRR), and normalized

discounted cumulative gain (nDCG) [65] with ranking cut-offs of @1, @5, and @20.

We report the average performance across different conversations in the data. We

5https://www.tensorflow.org/

6The pre-trained BERT models are available at https://github.com/google-research/bert
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Table 3.2: The retrieval performance obtained by the baseline and the proposed
models. In this experiment, only one clarifying questions has been asked. † and
‡ indicate statistically significant improvements compared to all the baselines with
95% and 99% confidence intervals, respectively. ∗ indicates statistical significant
improvements obtained by MTL compared to the STL training of the same model at
99% confidence interval.

Method MRR nDCG@1 nDCG@5 nDCG@20

B
a
se
li
n
e
s QL 0.3187 0.2127 0.2120 0.1866

RM3 0.3196 0.2189 0.2149 0.2176
ERM 0.3291 0.2222 0.2191 0.2208
SDM 0.3235 0.2267 0.2185 0.2182
BERT 0.3527 0.2360 0.2267 0.2249

G
T

N
e
tw

o
rk

Source Loss

Docs
STL 0.3710‡ 0.2388 0.2309† 0.2284
MTL 0.3826‡∗ 0.2407†∗ 0.2376‡∗ 0.2328†

CQs
STL 0.4028‡ 0.2638‡ 0.2521‡ 0.2491‡

MTL 0.4259‡∗ 0.2742‡∗ 0.2626‡∗ 0.2543‡∗

Docs
+CQs

STL 0.4338‡ 0.2792‡ 0.2714‡ 0.2610‡

MTL 0.4554‡∗ 0.2939‡∗ 0.2803‡∗ 0.2697‡∗

identify statistically significant improvements using the paired t-test with Bonferroni

correction at 95% and 99% confidence intervals (i.e., p-value less than 0.05 and 0.01,

respectively).

3.5.4 Results and Discussion

In this section, we discuss our empirical results for the two tasks of document

retrieval in conversational search and next clarification selection.

3.5.4.1 Document Retrieval for Conversational Search

In the first set of experiments, we focus on conversations with only one clarifying

question. The main reason behind this is related to the way the Qulac dataset was

created. The questions in Qulac were generated by people operating in a realistic

setting. However, the multi-turn setting is not as realistic as the single turn. There-
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fore, we first focus on single clarification in our main experiment and later extend it

to multi-turn as suggested in [2].

We compare our model with the following baselines:

• QL: The query likelihood retrieval model [136] with Dirichlet prior smooth-

ing [220]. The smoothing parameter was set to the average document length

in the collection. This baseline also provides the first retrieval list for the re-

ranking models.

• RM3: A state-of-the-art variant of relevance models for pseudo-relevance feed-

back [86]. We selected the number of feedback documents from {5, 10, 15, 20, 30, 50},

the feedback term count from {10, 20, · · · , 100}, and the feedback coefficient

from [0, 1] with the step size of 0.05.

• ERM: Embedding-based relevance models that extends RM3 by considering

word embedding similarities [208]. The ERM parameter range is similar to

RM3.

• SDM: The sequential dependence model of Metzler and Croft [108] that consid-

ers term dependencies in retrieval using Markov random fields. The weight of

the unigram query component, the ordered window, and the unordered window

were selected from [0, 1] with the step size of 0.05, as the hyper-parameters of

the model. We made sure that they sum to 1.

• BERT: A pre-trained BERT model [39] with a final feed forward network for

label prediction. This is similar to the method proposed by Nogueira and Cho

[120]. BERT-base (i.e., 12 layer, 768 dimensions, 12 heads, 110M parameters)

was used in this experiment, which is similar to the setting in the proposed

model. The loss function is cross entropy. The optimizer and the parameter

ranges are the same as to the proposed method.
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Table 3.3: Relative improvement achieved by GT with Docs+CQs and MTL com-
pared to BERT for positive vs. negative user responses to clarifying question. ∗

indicates statistical significant improvements at 99% confidence interval.

Answer % MRR improvement % nDCG@5 improvement

Positive 24.56%∗ 19.06%∗

Negative 31.20%∗ 25.84%∗

The hyper-parameters and training of all the models were done using 5-fold cross-

validation, as described in Section 3.5.2. The same setting is used for the proposed

methods. Note that the DMN-PRF model proposed by Yang et al. [202] was devel-

oped to use knowledge bases as external resources for response ranking in conversa-

tion. However, their model cannot accept long text, such as document level text, and

thus we cannot use the model as a baseline. The machine reading comprehension

models are all extracting answers from a passage and they require a passage as input,

which is different from the setting in conversational search. Therefore, such models,

e.g., [140], cannot be used as a baseline either. The BERT model has recently led to

state-of-the-art performance in many IR tasks and is considered as a strong baseline

for us.

We ran our model with different settings: single-task learning (STL) in which

the only objective is the target task (i.e., document ranking) and multi-task learning

(MTL) that optimizes two loss functions simultaneously. We also use the top 10

retrieved documents (i.e., Docs) and the top 10 clarifying questions (i.e., CQs) as

external sources.

The results are reported in Table 3.2. According to the table, the proposed mod-

els significantly outperform all the baselines in nearly all cases. Using the clarifying

questions as an external information source leads to a higher retrieval performance,

compared to using the top retrieved documents. The reasons for this are twofold.

First, the documents are often long and can be more than the 512 maximum se-
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Figure 3.3: The performance of the GT (with Docs+CQs as source and MTL training)
compared to the baselines for different conversation turns.
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Table 3.4: Relative improvement achieved by GT with Docs+CQs and MTL com-
pared to BERT for user different response length to the clarifying question. ∗ indicates
statistical significant improvements at 99% confidence interval.

Answer % MRR improvement % nDCG@5 improvement

Short 33.12%∗ 26.65%∗

Medium 30.83%∗ 23.93%∗

Long 23.41%∗ 20.36%∗

quence length. Therefore, the model truncates the documents and does not utilize all

document tokens. Second, the top retrieved documents are not always relevant and

non-relevant documents may introduce some noise. On the other hand, the clarify-

ing questions are generated for the particular query and are all relevant. Note that

although the clarifying questions in Qulac are human generated, recent methods are

able to produce high quality clarifying questions for open-domain search queries. We

refer the reader to Zamani et al. [215] for more details on automatic generation of

clarifying questions.

According to the results, the multi-task learning setting outperforms the single

task learning setting, in all cases. This shows the effectiveness of using an auxil-

iary task for identifying the correct query intent description. Note that the facet

descriptions are only used for training.

Taking both clarifying questions and the top retrieved documents as two infor-

mation sources leads to the best performance in document retrieval. This shows that

these two sources provide complementary information, and the model can effectively

utilize this information to better represent the user-system conversations.

Figure 3.3 shows the performance curve as the conversation turn increases. Note

that turn i means that i clarifying questions have been asked for each query. For the

sake of visualization, we only plot QL, ERM, and BERT as the baselines and the GT

with Docs+CQs as external source and MTL as the training setting. According to
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the plots, the performance of all models increases with the number of turns. However,

the relative improvement in turn 3 compared to turn 2 is less than the improvements

observed in turn 2 compared to turn 1. It is not practical to ask too many clarifying

questions from users to answer their needs. The plots show it is also not helpful for

the system. The proposed method substantially outperforms all the models in terms

of all metrics, in all conversation turns.

To better understand the performance of the model, we report the results per

different properties of user responses to clarifying questions. In this experiment,

we only focus on a single clarifying question. We first identify yes/no questions

(based on some simple regular expressions and the question response), and report the

relative performance compared to BERT (our best baseline). For the sake of space,

we only report the results for MRR and nDCG@5. The improvements for the other

metrics also follow a similar behavior. For the proposed model, we focus on GT with

the Docs+CQs source and MTL training. The results are presented in Table 3.3.

According to the table, GT achieved higher improvements for negative responses.

The reason is that for positive responses, the clarifying question already contains some

important terms about the user information need, and thus using external information

sources leads to smaller improvements. This is true for all metrics, two of which are

reported in the table.

We extend our analysis to the response length as well. In this experiment, we

divide the test conversations into three equal size buckets based on the user response

length to clarifying questions. The results are reported in Table 3.4. According to the

table, GT achieves higher improvements for shorter user responses. This is due to the

information that is in the responses. In other words, it is easier for BERT to learn

an effective representation of user information need if enough content and context

are provided, however, for shorter responses, external information sources are more

helpful. In both Tables 3.3 and 3.4, the improvements are statistically significant.
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Table 3.5: Results for the next clarifying question selection task, up to 3 conversation
turns. † and ‡ indicate statistically significant improvements compared to all the
baselines with 95% and 99% confidence intervals, respectively. ∗ indicates statistical
significant improvements obtained by MTL compared to the STL training of the same
model at 99% confidence interval.

Method MRR nDCG@1 nDCG@5 nDCG@20

OriginalQuery 0.2715 0.1381 0.1451 0.1470
σ-QPP 0.3570 0.1960 0.1938 0.1812
LambdaMART 0.3558 0.1945 0.1940 0.1796
RankNet 0.3573 0.1979 0.1943 0.1804
BERT-NeuQS 0.3625 0.2064 0.2013 0.1862

GT-Docs-STL 0.3784‡ 0.2279‡ 0.2107† 0.1890
GT-Docs-MTL 0.3928‡∗ 0.2410‡∗ 0.2257‡∗ 0.1946‡∗

Oracle-Worst Question 0.2479 0.1075 0.1402 0.1483
Oracle-Best Question 0.4673 0.3031 0.2410 0.2077

3.5.4.2 Next Clarifying Question Selection

In the second downstream task, we focus on the next clarifying question selection.

The task is to select a clarifying question given a user-system conversation. To be

consistent with the results presented in [2], we use up to three conversation turns

and report the average performance. The quality of models is computed based on

the retrieval performance after asking the selected clarifying question from the user.

Since the focus is on the next clarifying question selection, we use query likelihood as

the follow up retrieval model, similar to the setting described in [2].

We compare our method against the following baselines:

• OriginalQuery: The retrieval performance for the original query without clari-

fying question. We use this baseline as a term of comparison to see how much

improvement we obtain by asking a clarifying question.

• σ-QPP: We use a simple yet effective query performance predictor, σ [133],

as an estimation of the question’s quality. In other words, for a candidate

clarifying question, we perform retrieval (without the answer) and estimate the
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Table 3.6: Some examples with a single clarification turn. ∆MRR is compared relative
to the BERT performance.

Information need Find sites for MGB car owners and enthusiasts.
Query mgb
Clarifying question are you looking for what mgb stands for?
User response no
∆MRR +78%

Information need What restrictions are there for checked baggage during air
travel?

Query air travel information
Clarifying question where are you looking to travel to?
User response doesn’t matter i need information on checked baggage re-

strictions during air travel
∆MRR 3%

Information need What states levy a tax against tangible personal property?
Query tangible personal property tax
Clarifying question would you like to find out how much you owe?
User response no i just want to know which states levy a tax against

tangible personal property
∆MRR -21%

performance using σ. The clarifying question that leads to the highest σ is

selected.

• LambdaMART: We use LambdaMART to re-rank clarifying questions based

on a set of features, ranging from the query performance prediction to question

template to BERT similarities. The exact definition of feature descriptions can

be found in [2].

• RankNet: Another learning to rank model based on neural networks that uses

the same features as LambdaMART.

• BERT-NeuQS: A model based on BERT used for clarifying question re-ranking

proposed in [2].
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The hyper-parameters of these baselines were set using cross validation, similar to

the proposed method. The results are reported in Table 3.5. For the proposed method

we only use the top retrieved documents as the external information source since this

is the most realistic setting for selecting clarifying questions. The proposed model sig-

nificantly outperforms all baselines, including the recent BERT-NeuQS model. Con-

sistent with the document retrieval experiments, the multi-task learning setting led

to higher performance compared to STL. In addition, the achieved performance com-

pared to the original query shows the benefit of asking for clarification.

The table also contains the results for two oracle models, one that always selects

the best question, which sets the upper-bound performance for this task on the Qulac

data, and the one that always chooses the worst question (i.e., the lower-bound). The

best possible performance is still much higher than the one achieved by the proposed

solution and shows the potential for future improvement.

3.5.4.3 Case Study

We report three examples with one conversation turn for the document retrieval

task in Table 3.6. The ∆MRR was computed relative to the BERT performance

achieved by our best model. We report one win, tie, and loss example. In the

first example, the user response is “no” and most baselines, including BERT, cannot

learn a good representation from such conversation, however, the proposed model can

use the top retrieved documents and the other clarifying questions to observe what

are then other intents of the query and learn a better representation for the user

information need. In the second example, the performance of the proposed model

is similar to BERT, and in the last one, GT loses to BERT. The reason is that

although the user response is negative, it contains some useful terms related to the

information need, which makes it easier for the models to retrieve relevant documents.
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The proposed model, however, could not leverage external resources to learn effective

representations.

3.6 Summary

In this chapter, we introduced Guided Transformer (GT) by extending the Trans-

former architecture. GT can utilize external information sources for learning more

accurate representations of the input sequence. We implemented GT for conversa-

tional search tasks with clarifying questions. We introduced an end to end model that

uses a modified BERT representations as input to GT and optimizes a multi-task ob-

jective, in which the first task is the target downstream task and the second one

is an auxiliary task of discriminating the query intent description from other query

intents for the input user-system conversation. We evaluated the proposed model us-

ing the recently proposed Qulac dataset for two downstream tasks in conversational

search with clarification: (1) document retrieval and (2) next clarifying question se-

lection. The experimental results suggested that the models implemented using GT

outperform state-of-the-art baselines in both tasks.

49



CHAPTER 4

LEARNING MULTIPLE INTENT REPRESENTATIONS
FOR SEARCH QUERIES

Neural network approaches have shown promising results in many information

retrieval (IR) tasks [46], including but not limited to ad hoc retrieval [45], web search

[113], personal search [206], and conversational search [51, 138, 201]. An emerging

recipe for achieving state-of-the-art effectiveness in neural IR models involves uti-

lizing large pre-trained language models (LLMs), e.g., BERT [39] and BART [89],

for representing user inquiries and documents [96]. Although these representations

benefit from well-designed attention mechanisms and have led to significant perfor-

mance improvements in many IR and NLP tasks, they have their own shortcomings

in deployment for some certain tasks. For instance, in query representation learning,

which is a core IR problem, the current common practice is to use the query text as

the LLM’s input and produce a single representation for the query, e.g., see [71, 195].

However, as is widely accepted [154], each query may be associated with multiple in-

tents.1 We argue that representing these queries using a single representation causes

information loss for individual query intents and cannot be semantically inclusive for

all query intents. Consequently, it may be optimal for many IR applications, includ-

ing query facet generation, query disambiguation, search result diversification, and

clarification in web and conversational search engines.

The content of this chapter is largely based on our articles published in the proceedings of ACM
CIKM 2021 [52] and ACM CIKM 2022 [53].

1In this chapter, query intent and facet are used interchangeably.
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In this chapter, we address this issue by proposing a general retrieval-augmented

framework for learning multiple representations for a query such that each repre-

sentation addresses one of its potential intents.

Our framework, called NMIR, is designed based on a neural encoder-decoder ar-

chitecture, and is optimized such that the generic query representations produced by

the encoder are transformed to multiple remotely distributed representations, each

associated with a query intent.

We study both parametric and non-parametric variations of the framework. In

the former, the model assumes that the number of representations per query is given,

while the latter dynamically identifies the number of representations for each query.

We optimize our framework based on the following hypothesis: if the query en-

coder can accurately learn multiple query intent representations, therefore the decoder

should be able to accurately generate all intent descriptions. On this basis, the train-

ing objective in NMIR is to maximize the likelihood of generating the query intent

descriptions (or facets). To improve the efficiency of our framework, we introduce an

asynchronous training strategy in which one process is responsible for model train-

ing and another one adjusts the enforcement conditions that obligates the model to

generate multiple representations.

NMIR has applications in a wide range of IR tasks reviewed in Section 4.1. We

perform extensive experiments for extrinsic evaluation of the model using a query facet

generation task. We demonstrate significant improvements compared to competitive

baselines using offline evaluation on reusable test collections in addition to manual

pairwise comparison with the baseline using three trained annotators.

4.1 Potential Applications

NMIR is a general framework with multiple applications in a wide range of IR

tasks. For instance it can be simply used for abstractive query intent (or facet) gen-
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eration. We use this task in our experiments to demonstrate the quality of learned

representations. Another potential application of NMIR would be on search result

diversification, as multiple query intent representations can help diversify a result list.

One can imagine a clear application of NMIR in exploratory search tasks, where dif-

ferent representations of the search query can be used by the user to navigate through

various aspects of the topic. In conversational search, asking clarifying questions has

been recognized as an important and challenging task [2]. Multiple query representa-

tions can be used for generating and selecting clarifying questions in conversational

search systems.

Apart from query representation and its applications, the proposed solution can

be potentially adopted for a variety of tasks related to document representation. For

instance, according to the scope hypothesis [149], long documents often cover several

different topics. Therefore, learning multiple representations for each document can

be further investigated using the proposed framework. This will have applications in

document clustering and categorization. We believe that learning multiple query and

document representations together can potentially lead to improvement in document

ranking too, as the model would be theoretically able to accurately find the closest

query intent to the document.

One can even imagine applications of the proposed framework beyond text repre-

sentation. For instance, in collaborative recommender systems, models learn a single

representation for each user and item from user-item interaction signals. However,

users may have multiple different interests and a single user representation vector

may lead to information loss. The proposed framework can be potentially extended

to recommender systems by learning a variable number of user representations based

on different user interests. This would further lead to recommendation precision im-

provement. It can be also used for explaining each recommendation. Such technique

would also enable users to select what profile representation would they prefer to be
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used for the next recommendation, or they can be selected automatically based on

the user’s situational context [156].

4.2 Task Description and Problem Formulation

Training query representation learning models that are able to produce multiple

representations for each search query has not yet been explored. This is a challenging

task, especially when the number of representations varies across queries. The task

is to learn multiple representations for each search query. We use the top retrieved

documents in a search result list in response to the query as a source of evidence to

find various intents of the query for representation learning. For training the model,

we assume that a textual description of each query intent is available. In Section 4.3.2,

we discuss potential solutions on obtaining such descriptions.

Before formalizing the task, we introduce our notation. Let Q = {q1, q2, . . . , qn} be

a training query set with n queries, and Di = {di1, di2, . . . , dim} be the top m retrieved

documents in response to the query qi using a retrieval model M . Moreover, let Fi =

{fi1, fi2, . . . , fiki} denote the set of all textual intent descriptions associated with the

query qi. ki is the number of query intents and can vary across queries. The task is

to learn ki representations Ri = {Ri1, Ri2, . . . , Riki} for the query qi, where Rij is

the jth representation learned for the query.

4.3 The NMIR Framework

In this section, we describe the proposed NMIR framework, its optimization, and

implementation details.

4.3.1 A High-Level Overview

One straightforward solution for the task is using an encoder-decoder architec-

ture that leverages the query qi (and the top retrieved documents) as the input and
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generates multiple query intent descriptions of the query by taking the top ki most

likely predictions, e.g., using beam search. However, previous work in a number of

NLP tasks [177, 191] showed that these generations are often synonyms or refer to

the same concept, which is in contrast to the goal of our task: learning multiple rep-

resentations, each associated with a query intent. This solution generates different

but semantically similar outputs, which are only related to one query intent. Hence,

this approach would not serve the purpose.

Another straightforward solution is to look at the task as a sequence-to-sequence

problem, similar to machine translation, and generate all the query intent descriptions

concatenated with each other (and separated using a special token). The concern

regarding this approach is that different intent representations are not distinguishable

in the last layer of the model. In addition, most existing effective text encoding models

are not able to represent long sequences of tokens, such as a concatenation of the top

m retrieved documents.

The NMIR framework addresses these issues. Let ϕ(·) and ψ(·) denote a text

encoder and decoder pair, respectively.

For every query qi in the training set, NMIR assumes that the top retrieved

documents Di are relevant to the query and they may be relevant to different query

intents. NMIR assigns each learned document representation to one of the query

intent descriptions fij ∈ Fi using a document-intent matching algorithm γ:

C∗i = γ (ϕ(di1), ϕ(di2), . . . , ϕ(dim), ϕ(fi1), ϕ(fi2), . . . , ϕ(fiki))

where C∗i = {C∗
i1, C

∗
i2, . . . , C

∗
iki
} is a set of document sets. Each C∗

ij is a set of docu-

ments from Di that are assigned to fij by γ.

NMIR then transforms the encoded general query representation to its intent

representations through a query intent encoder ζ. In more detail, the representation

54



for the jth query intent is obtained using ζ(qi, C
∗
ij;ϕ). The implementation details of

components ϕ, ψ, γ, and ζ are presented in Section 4.3.2.

NMIR’s training for a mini-batch b is based on a gradient descent-based mini-

mization of L(b) = 1
|b|
∑︁

qi∈b L(qi), where L(qi) is defined as follows:

L(qi) =
1

ki

ki∑︂
j=1

LCE(fij, ψ(ζ(q∗ij, C
∗
ij;ϕ)))

where q∗ij = “qifi1fi2...fij−1 ¡mask¿...¡mask¿” is a concatenation of the query string,

the first j−1 intent descriptions, and ki−j mask tokens. There is a special separation

token between each of these strings. Therefore, L(qi) basically calculates the loss for

generating each textual intent description, given the associated cluster C∗
ij and the

encoded query text plus the past j−1 intent descriptions. This helps the model avoid

generating the previous intent representations and learn multiple representations.

In the above loss function, LCE is the cross-entropy loss borrowed from the sequence-

to-sequence model [167]:

−
|fij |∑︂
t=1

log p
(︁
fijt|ψ(ζ(q∗ij, C

∗
ij;ϕ)), fij1, fij2, . . . , fijt−1

)︁

where fijt is the tth token in the given intent description fij.

Inference. Using NMIR at inference time is partly different from the way it is used

during training. To be precise, the q∗ijs are constructed differently. At training, they

are constructed by concatenating the query and the previous intent descriptions in

order to generate the next one. While at inference, we do not have access to the

intent descriptions, therefore we should construct q∗ijs based on the model’s output.

Therefore, for the query qi, we first feed “qi < mask > ... < mask >” to the model

(the number of mask tokens is equal to |C∗i |) and apply beam search to the decoder’s

output to obtain the first intent description f ′
i1. We then use the model’s output
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to iteratively create the input for the next step “qif
′
i1 < mask > ... < mask >”

and repeat this process for |C∗i | times. As mentioned earlier, similar to the model

training, the reason for including previous outputs is to avoid generating repetitive

intent descriptions.

4.3.2 Model Implementation and Training

This subsection describes the detailed implementation of our framework for each of

its components. We implemented our model using the PyTorch Lightning platform.2

The encoding and decoding components ϕ and ψ. As depicted in Figure 4.1,

we use Transformer encoder and decoder architectures for implementing ϕ and ψ,

respectively. We initialize their parameters with the pre-trained BART model [89].

BART is a denoising autoencoder for pretraining sequence-to-sequence models. It uses

standard Transformer-based encoder-decoder architecture and has been pre-trained

based on adding noise to the input text and reconstructing it. In extreme cases,

where the input text is corrupted to the extent that there is no information left

from the original format, BART is equal to language models. We use the BART’s

implementation delivered by the HuggingFace’s Transformer library [193].3 In NMIR,

the decoder’s cross-attention is the output of the intent encoder ζ for each query intent

(see Figure 4.1).

The intent encoding component ζ. As shown in Figure 4.1, the intent encoding

component ζ(q∗ij, C
∗
ij;ϕ) is implemented using N ′ layers of Guided Transformer [51]

(see Chapter 3). Guided Transformer is used for influencing an input representation

by the guidance of some external information. In our case, we use ϕ(q∗ij) as the

input representation and ϕ(d) : ∀d ∈ C∗
ij as the external information. In fact, Guided

Transformer uses self-attention on the input tokens (the query), self-attention on each

2https://www.pytorchlightning.ai/

3https://huggingface.co/transformers/
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parameter sharing. White background means that the component does not have
learnable parameters. The encoder and decoder parameters (ϕ and ψ) are initialized
by BART pre-trained parameters [89] consisting of N Transformer layers and are
fine-tuned.
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external resource (each document in C∗
ij), and a cross-attention from the document

representations to the query representation. This cross-attention mechanism enables

the model transform the generic query representation to a query intent representation.

The document-intent matching component γ. Inspired by work on multi-sense

word embedding [92, 117], for document-intent matching based on the encoded rep-

resentations, we develop an algorithm that clusters the learned representations and

assigns each cluster to an intent description. In more detail, NMIR encodes all the top

retrieved documents and creates ki clusters, using a clustering algorithm. Therefore,

we have:

Ci,Mi = cluster(ϕ(di1), ϕ(di2), . . . , ϕ(dim))

where Ci = {Ci1, Ci2, . . . , Ciki} denotes a set of clusters and each Cij contains all the

documents in the jth cluster associated with the query qi. Mi = {µi1, µi2, . . . , µiki}

is a set of all cluster centroids such that µij = centroid(Cij). In our implementation,

we use K-Means [49] for clustering in this step, due to its simplicity and efficiency.

K-Means has been successfully used in a number of IR applications [64, 81, 98, 180].

Note that K-Means requires the number of clusters as input. The number of clusters

for qi at the training time is given by the number of intent descriptions (i.e., ki).

However, this value is unknown at inference time. In our experiments, we consider

two cases. In the first case, we assume that the number of clusters at test time is

equal to a tuned hyper-parameter k∗ for all queries. In the second case, we replace the

K-Means algorithm by a non-parametric version of K-Means [109]. This algorithm

basically starts with creating one cluster based on a minimum document similarity

threshold. Once the first cluster is created, the same process would be repeated for

the rest of documents that are not yet assigned to any clusters. For more information

on non-parametric K-Means, we refer the reader to [109].

The component γ requires a one-to-one assignment between the cluster centroids

and the query intents in the training data. The assignment needs to be one-to-
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one, since otherwise all clusters may be assigned to a single most dominant query

intent, and thus the model would not learn to generate far-flung query representations.

Therefore, NMIR uses the following injective surjective function, called the intent

identification function I:

I(Mi, Fi) = arg max
M ′∈perm(Mi)

ki∑︂
j=1

sim(ϕ(fij), µ
′
j)

where perm(·) returns all permutations of a given set and each M ′ = [µ′
1, µ

′
2, . . . , µ

′
ki

]

denotes a permutation of cluster centroids in Mi. The function sim(·, ·) denotes a

similarity function. We use inner product to compute the similarity between an

intent representation and a cluster centroid. Therefore, let M∗
i = [µ∗

i1, µ
∗
i2, . . . , µ

∗
iki

]

be the output of I(Mi, Fi) and C∗i = {C∗
i1, C

∗
i2, . . . , C

∗
iki
} be their associated clusters.

The component γ returns C∗i .

Note that the γ is not differentiable and cannot be part of the network for gradient

descent-based optimization. Our asynchronous training (presented below) addresses

this issue by taking γ out of the optimization process and moving it to an asyn-

chronous process (see Figure 4.2). Another key point is that there is no need to call

the function I at inference time, because the order of the clusters does not matter,

while it matters for training as it helps us compute the loss function.

Asynchronous training. As is widely known, the training speed of deep learning

models can be greatly improved by using GPUs, mainly due to the huge amount of

parallel computation in large-scale neural networks. However, during the training of

our model, we observed that the clustering of document representations become an

efficiency bottleneck, even after we deploy a K-Means algorithm that runs on GPU.

To solve this issue, we consider an asynchronous document encoding and clustering

approach depicted in Figure 4.2. In this training approach, we use two GPUs: we save
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a snapshot of the encoder parameters (i.e., ϕ) at the beginning of each training step,4

and compute the document representations for all documents retrieved in response

to all training queries. We then use the obtained cluster centroids (Mis) for training

the model on the second GPU. While the model is being trained, the first GPU

computes the document representations and cluster centroids for the next step. In

fact, this approach may not be as effective as synchronous training, because the

cluster centroids at each training step is obtained from the model parameters at two

previous steps (i.e., as shown in Figure 4.2, the model parameters from step s − 1

produces the clusters for step s + 1). However, the efficiency improvement provides

enough incentives to consider asynchronous training. We do not have effectiveness

comparison between the synchronous and asynchronous training strategies, as training

the synchronous model would be impractical on a large dataset.

Training data and setup. Another challenge in training NMIR is related to its

training data and especially ground truth intent descriptions. There are multiple ways

of automatically creating training data for weak supervision training of the model,

for example using query reformulation data or anchor text. In our experiments,

we follow a weak supervision solution based on the MIMIC-Click dataset, recently

released by Zamani et al. [216].5 The authors extracted and generated the query

intent descriptions by mining and predicting them from the Bing’s search query logs.

In more detail, the data is created based on query reformulation data with the goal

of finding query reformulations that reveal different intents of the query. Since users

mostly clarify their intents by adding one or more terms to their original query in a

search session, often called query specialization [85], query intents can be predicted by

extracting a set of query reformulation triples (q, qq′, c) (or (q, q′q, c)), which denotes

4Note that each training step includes 10000 batches in our experiments.

5The MIMICS dataset is available at https://github.com/microsoft/MIMICS.
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Figure 4.2: The asynchronous training of the NMIR framework. These two steps
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model parameters are only updated in one of the steps, using a gradient descent-based
optimizer. ϕs−1 represents the encoder whose parameters are fixed and obtained from
a model snapshot at step s− 1.
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that the query q is followed by the query qq′ (or q′q) in the same search session (i.e.,

immediate successive queries) with a frequency of c, when it is aggregated over the

whole query log data for all users. qq′ is the concatenation of q and q′, where |q′| > 0.

Since the mined query reformulations may refer to the same intent, a diversification

based approach is used for identifying a diverse set of query intent descriptions [215].

The data consists of over 400,000 unique search queries and 2-5 intent descriptions

per query.

In more detail, we use 80% of the MIMICS-Click queries for training and the

rest for validation. The validation set is used for hyper-parameter tuning and early

stopping. For the top retrieved documents (i.e., Dis), we used the SERP informa-

tion fetched from the Bing’s public web search API by the creators of the MIMICS

dataset.6 In our experiments, we use the document snippets as an accurate textual

representation of the retrieved documents.

We used Adam optimizer with a batch size of 8 to train our model. The small

batch size was selected due to the GPU memory constraints. We used early stopping

based on the loss value on the validation set. The number of Guided Transformer

layers was set to three. The learning rate was selected based on the validation loss

from the [1e − 6, 5e − 5] interval. We report the generated facets for a few example

queries by NMIR in Table 4.3. The first part of the table includes some successful

examples where the model successfully identified the facets of the query, and the

second part includes two failure cases. In the first failed query, the model could not

distinguish between the word “window” and the windows operating system. As a

result, it generated meaningless facet descriptions. The second failed query contains

some facet descriptions that may be semantically related to the query but are not

6The MIMICS SERP data is available at http://ciir.cs.umass.edu/downloads/

mimics-serp/MIMICS-BingAPI-results.zip.
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coherent. One of the generated facets for this query is even long and grammatically

incorrect.

4.4 PINMIR: A Permutation-Invariant Variation of NMIR

Despite its strong performance, NMIR still suffers from some limitations. First,

it uses the standard sequence-to-sequence optimization, as a result, it assumes that

the query intents are ordered, and it tries to optimize the model to produce intent

descriptions in the same order as it appears in the ground truth. Second, NMIR uses

a greedy algorithm for assigning each cluster to a ground truth query intent during

training. Therefore, the model’s performance depends on this heuristic cluster-intent

assignment algorithm.

So, in this section, we introduce a permutation-invariant optimization solution

for text generation, when each element of the set is a piece of text. We explain our

model as a variant of NMIR, where the performance of the model is not sensitive to

the order of generated query intent descriptions. In this model, we no longer need

the intent-cluster matching algorithm since the order of generated intents does not

matter. A side benefit is that sometimes documents address more than one query

intent and assigning only one intent to a document would be sub-optimal.

First, we need to define a permutation-invariant loss function for training the

model. Common permutation-invariant loss functions include Chamfer loss and Hun-

garian loss. Chamfer loss is based on Chamfer distance that was first introduced in

computer vision [8]. Although it is more efficient, it is not applicable to our task due

to the design of decoder for text generation. The reason is that the decoder generates

the output token-by-token and the closest ground truth facet is not known until the

facet is fully generated. Therefore, we extend the Hungarian loss [80] for text set

generation. The proposed loss function for a query qi is computed as follows:
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L(F̂ i, Fi) = min
F ′
i∈π(Fi)

LCE(F̂ ij, F
′
ij)

= min
F ′
i∈π(Fi)

1

ki

ki∑︂
j=1

|f ′
ij |∑︂

t=1

− log p(f ′
ijt|v, f ′

ij1, f
′
ij2, · · · , f ′

ijt−1)

where π(Fi) denotes all permutations of ground truth intents for query qi. Therefore,

the size of π(Fi) is equal to ki!. The loss function LCE is the average sequence-

to-sequence loss for generating each facet description, and v denotes the encoder

representation. Intuitively, the proposed loss function computes all permutations of

ground truth set and considers the one with the minimum loss value, which is the

loss value for the closest ground truth ordering to the generated set. Therefore, the

original ordering of ground truth text would not impact the loss value.

This loss function can be quite expensive to compute since it requires us to re-

peat this process for every permutation of the query intents. We propose to use a

stochastic variation of this loss that instead of iterating over all possible permuta-

tions, takes s samples from the permutation set and computes the loss based on the

sampled query intent sequences. Our experiments show that the stochastic loss per-

forms comparably to the non-stochastic variation of the loss, which is computationally

expensive.

Position Resetting. We highlight that in our task in contrast to the stan-

dard assumption in set networks, although the order does not matter between the

set elements, it matters within each individual element. In other words, the order

that the model generates different query intent descriptions does not matter, but it

is important that sequence of tokens in each query intent description are generated

legitimately, both semantically and syntactically. To help the model capture this

concept, we modify the standard decoder architecture in transformer. The decoder

generates tokens one-by-one and each token becomes the decoder’s input for gener-

ating the next token. The standard transformer decoder uses position embedding for

64



every token. However, in PINMIR, we reset the position embedding of decoder for

every intent description. In other words, the position at the start of every new intent

description is equal for all intents. In that case, the decoder representations for every

permutation of a given set of intents would be identical.

4.5 Experiments

We extrinsically evaluate NMIR on the query facet generation task. The task

is defined as generating a number of textual facet descriptions for a given query.

Following previous work on facet generation [42, 78], we focus on multi-faceted queries.

4.5.1 Evaluation Data

To evaluate this task, we use the MIMICS-Manual dataset [216]. This public

dataset consists of 2464 unique web search queries sampled from the Bing query logs.

The dataset contains between two and five facets for each query. The quality of each

set of facets was manually assessed by three trained annotators. The quality labels

are either Bad, Fair, or Good. In our experiments, we left out the Bad facet sets

and considered the ones with either Fair or Good labels as our ground truth. Note

that according to Zamani et al. [216], the Fair label still meets the quality criteria

for being presented in a commercial web search engine. Although we find this a high-

quality test collection for evaluating the performance of our model, we still present

a small follow-up experiment with manual annotation to highlight the improvements

compared to the baselines with a higher confidence.

Note that we have made sure that the intersection between the training and the

test queries is empty. Similar to training, the top retrieved documents for each query

in the test set was obtained from the Bing’s Web Search API. For more information,

see the training data details and training setup in Section 4.3.2.
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Table 4.1: Results for the query facet generation experiment. All the improvements
observed by NMIR compared to all the baselines are statistically significant.

# Term Overlap Exact Match Set BLEU Set BERT-Score
facets Model Prec Recall F1 Prec Recall F1 1-gram 2-gram 3-gram 4-gram Prec Recall F1

2

QDist 0.1637 0.1888 0.1676 0.0048 0.0046 0.0050 0.3841 0.1648 0.0438 0.0158 0.7649 0.7938 0.7807
QFI 0.1936 0.2202 0.2033 0.0068 0.0061 0.0062 0.4070 0.1692 0.0515 0.0178 0.8057 0.8057 0.8007
QFJ 0.2111 0.2023 0.2029 0.0072 0.0077 0.0072 0.4192 0.1835 0.0478 0.0076 0.8115 0.8020 0.8011
QDMiner 0.2546 0.2369 0.2468 0.0089 0.0088 0.0088 0.5091 0.1931 0.0538 0.0089 0.8216 0.8162 0.8109
BART 0.4621 0.5018 0.4888 0.0512 0.0500 0.0508 0.6413 0.6063 0.5709 0.5381 0.8616 0.8528 0.8540
NMIR 0.5195 0.6068 0.5539 0.1025 0.1040 0.1031 0.7333 0.6762 0.6403 0.6050 0.9170 0.9071 0.9062

3

QDist 0.0929 0.1157 0.0957 0.0049 0.0045 0.0043 0.3518 0.1447 0.0341 0.0065 0.7418 0.7862 0.7366
QFI 0.1330 0.1361 0.1337 0.0054 0.0052 0.0051 0.3868 0.1637 0.0407 0.0167 0.7916 0.8004 0.7797
QFJ 0.1604 0.1801 0.1678 0.0065 0.0061 0.0064 0.3844 0.1695 0.0459 0.0135 0.7853 0.8021 0.7798
QDMiner 0.1676 0.2024 0.2022 0.0082 0.0100 0.0084 0.4371 0.2014 0.0510 0.0169 0.7899 0.8100 0.7870
BART 0.3672 0.4650 0.4193 0.0436 0.0410 0.0414 0.6025 0.5531 0.5040 0.4621 0.8390 0.8311 0.8293
NMIR 0.4279 0.5327 0.4687 0.0739 0.0720 0.0720 0.6960 0.6336 0.5949 0.5593 0.8840 0.8976 0.8775

4

QDist 0.1725 0.2437 0.1876 0.0047 0.0044 0.0046 0.3843 0.1710 0.0543 0.0214 0.7674 0.7688 0.7769
QFI 0.1951 0.2638 0.2223 0.0068 0.0064 0.0065 0.4014 0.1874 0.0642 0.0231 0.8005 0.8072 0.7969
QFJ 0.1777 0.1454 0.1503 0.0064 0.0058 0.0060 0.3977 0.1800 0.0571 0.0212 0.7925 0.8047 0.7897
QDMiner 0.1894 0.1672 0.1987 0.0065 0.0073 0.0068 0.4862 0.2230 0.0633 0.0230 0.8044 0.8040 0.7991
BART 0.3165 0.4515 0.3896 0.0343 0.0348 0.0345 0.5940 0.5376 0.4611 0.4159 0.8222 0.8206 0.8175
NMIR 0.3898 0.5072 0.4358 0.0685 0.0677 0.0681 0.6940 0.6292 0.5899 0.5543 0.8802 0.8978 0.8775

5

QDist 0.1557 0.1593 0.1440 0.0023 0.0024 0.0023 0.3387 0.1048 0.0439 0.0176 0.7165 0.7802 0.7192
QFI 0.1605 0.1941 0.1720 0.0058 0.0050 0.0050 0.3539 0.1524 0.0523 0.0203 0.7603 0.8127 0.7584
QFJ 0.1767 0.1348 0.1451 0.0055 0.0057 0.0053 0.3735 0.1675 0.0564 0.0234 0.7731 0.8136 0.7714
QDMiner 0.2176 0.1443 0.1773 0.0069 0.0066 0.0065 0.4275 0.1826 0.0657 0.0234 0.7758 0.8036 0.7792
BART 0.3043 0.4124 0.3558 0.0282 0.0263 0.0275 0.5087 0.4406 0.3969 0.3445 0.7633 0.8017 0.7660
NMIR 0.3877 0.4559 0.4121 0.0613 0.0584 0.0596 0.6313 0.5628 0.5222 0.4871 0.8442 0.8870 0.8405

va
ri

ab
le

QDist 0.0969 0.1564 0.1195 0.0017 0.0023 0.0019 0.1999 0.1134 0.0360 0.0107 0.6772 0.6855 0.6100
QFI 0.1461 0.1748 0.1571 0.0057 0.0061 0.0059 0.2763 0.1269 0.0421 0.0140 0.7069 0.7113 0.6144
QFJ 0.1807 0.2041 0.1894 0.0069 0.0067 0.0067 0.2484 0.1065 0.0242 0.0090 0.7196 0.6708 0.5871
QDMiner 0.2060 0.2456 0.1894 0.0076 0.0083 0.0079 0.2893 0.1226 0.0301 0.0126 0.7220 0.7025 0.6285
BART 0.4307 0.4618 0.4481 0.0474 0.0516 0.0486 0.4459 0.4003 0.3896 0.3351 0.7623 0.6932 0.6558
NMIR 0.4851 0.5673 0.4968 0.0790 0.0842 0.0784 0.5187 0.4748 0.4470 0.4192 0.8003 0.7487 0.6928

4.5.2 Evaluation Metrics

To evaluate query facet generation models, we adopt four sets of evaluation met-

rics. (1) Term overlap metrics: these metrics have been previously used for evaluating

query facet extraction models [76]. They include Term Precision (TP), Term Recall

(TR), and Term F1-measure (TF). These metrics compute the precision, recall, and

F1-measure for the set of terms generated by the model with respect to the terms

appeared in the ground truth data. For more information about these metrics, refer

to Kong and Allan [76]. (2) Exact match metrics: similar to term overlap, this metric

also focuses on exact text matching but at the facet level. In other words, these

metrics compute the precision, recall, and F1-measure of generating the exact facet

description appeared in the ground truth. (3) Set BLEU scores: BLEU [127] is a

widely adopted metric for text generation tasks, e.g., machine translation. However,
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Table 4.2: Manual annotation results for pairwise comparison of NMIR vs. BART in
facet generation.

Win Tie Loss

48% 30% 22%

it is defined between a single candidate text and a set of references. In our task, we

deal with comparing two sets of text, one set is different facet descriptions generated

by the model (R) and the other one is different facet descriptions in the ground truth

test set (G). To compute Set BLEU, we first generate all permutations of R and

then choose R∗ such that R∗ = arg maxR′∈perm(R)
1
M

∑︁M
i=1 BLEU-4(R′

i, Gi), where the

subscript i denotes the facet index and M = max(|G|, |R|). We then compute the Set

BLEU scores using 1
M

∑︁M
i=1 BLEU-n(R∗

i , Gi) for different n-grams. (4) Set BERT-

Score: BERT-Score [222] has been recently used to compute the semantic similarity

of a candidate text and a set of reference texts using the BERT representations [39].

We define Set Bert-Score as 1
M

∑︁M
i=1 BERT-Score(R∗

i , Gi). We compute this mean

performance for all precision, recall, and F1-measures computed by the BERT-Score

model.

4.5.3 Results and Discussion

We use the following baseline methods in our experiment:

• QDist [197]: QDist is a retrieval model that first generates multiple query vari-

ations and reformulations of the submitted query and learns a distribution over

queries for retrieval. Even though this approach is not implemented for facet

generation, its query variations can be seen as different query intents and can

be used as a baseline for our model.

• QFI and QFJ [78]: We use the state-of-the-art variation of the QFI and QFJ

methods [78] that were developed for facet extraction in web search. They are
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Table 4.3: Some successful and unsuccessful examples of the facets generated by
NMIR. Facets are separated using the ■ symbol.

Query Generated facets

atropine sulfate
drops

atropine sulfate drops interactions ■ atropine sulfate drops
overdose ■ atropine sulfate drops precautions ■ atropine sul-
fate drops side effects ■ atropine sulfate drops uses

best fps games best fps games for steam ■ best fps games for pc ■ best fps
games for ps4 ■ best fps games for xbox one ■ best fps games
for android

accident investi-
gation

motorcycle accident ■ car accident ■ train accident ■ boat
accident ■ forklift accident

awning window awning window windows 10 ■ awned window windows 7 ■ a
roofing window window windows 8 ■ a window windows vista
■ windows xp

balance of pay-
ment

balance of payment bank of america ■ balance of payments
bank of ireland bank of germany bank of usa ■ bank of europe
bank of philippines ■ cash balance

based on graphical models that estimate the probability of a hidden variable

for modeling the extraction probability of each facet term. We followed the

implementation details provided by the authors and selected the parameters

using the validation set described in Section 4.3.2.

• QDMiner [42]: This is a competitive baseline for facet extraction from text and

html documents. It is a hybrid approach that integrates multiple solutions for

query facet extraction.

• BART [89]: We fine-tuned BART based on our training data, where the query

and the top retrieved documents are the BART inputs and a concatenation of

all query facet descriptions separated using a special token are the BART target

output for training. Sequence-to-sequence models, like BART, provide strong

performance for reformulation and facet generation tasks [119].

We emphasize that the QFI and QFJ models are shown to outperform other exist-

ing query facet extraction models [78]. There exist many methods that use metadata
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or taxonomies to produce query facets, which are out of the scope of this chapter.

For all the baselines, we follow the same hyper-parameter selection approach as the

proposed model. Note that the main goal of this experiment is to provide extrinsic

evaluation for the quality of the learned query intent representations. Therefore, we

do not intend to show that NMIR is the state-of-the-art approach for facet generation,

instead the goal is to demonstrate the quality of the learned representations through

facet generation tasks.

The results are presented in Table 4.1. First, we observe that the proposed model

consistently outperforms both probabilistic and neural baselines. This is true for

all the evaluation metrics used in our experiment, including term matching, facet

matching, n-gram matching, and semantic matching metrics. Note that all the im-

provements are statistically significant, according to the paired t-test with Bonferroni

correction at 95% confidence.

We note that the test set for different number of facets is different. In other

words, the numbers in different parts of Table 4.1 separated by a solid line should not

be compared as their test queries are different. That being said, we still observe a

consistent drop in performance as the number of facets increases, which makes sense

considering the fact that it becomes increasingly more difficult.

Another observation is the large performance gap between QDist, QFI, QFJ, and

QDMiner with the neural models (BART and NMIR). The reason is that the former

are extractive facet generation models, while the latter are abstractive generation

models. The ground truth contains several terms for describing the facets that are

not in the result list, thus the extractive models fall short in generating them. This

explains the poor performance of the extractive models.

The next observation from the result table is that the Exact Match performances

are substantially lower than the other metrics. Exact Match is an extremely strict

metric that only focuses on generating the exact facet description text used in the
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ground truth. Term Overlap and Set BLEU provide smoother versions of term and

phrase matching measures.

Furthermore, the results obtained by NMIR show that it achieves higher Term

Overlap Recall than Precision, and this is consistent across all the test sets. This

shows that the percentage of generated terms not included in the ground truth is

larger than those in the ground truth missed by the model. Moreover, we observe

that the performance of non-parametric NMIR for the variable facet number case is

closer to its performance when the number of generated facets is equal to 2. The main

reason is that the number of queries with 2-3 facets are dominated in the MIMICS-

Manual dataset.

We further extend our evaluation using manual annotation. We showed a query to

the annotators and asked them to review multiple pages of the result list for each query

using a web search engine to understand different aspects of each query. We then

showed them the facet descriptions generated by BART (our strongest baseline) and

NMIR for the query and asked them to decide which one is a better facet description

set, with respect to both quality and coverage. They could select one of them or vote

for a tie. The presentation order (BART vs. NMIR) was random to reduce biases.

We repeat this process for 100 queries randomly sampled from the test set by two

annotators. In case of disagreement, we asked them to discuss and come up with an

agreement or discard the query. The results for NMIR vs. BART are presented in

Table 4.2. NMIR wins in 48% of the cases and loses in 22% of queries.

To study how permutation invariancy improves the effectiveness of NMIR is im-

portant to know the characteristics of our dataset. Each query in MIMIMCS contains

between two and five facets. Most queries in this dataset only have two facets. Each

query in our dataset contains an average of 2.81 facets per query. The results for our

first set of experiments on this dataset are reported in Table 4.4 (# facets = variable).

PINMIR generally outperforms all the baselines. The improvements in terms of exact

70



Table 4.4: Results for the query facet generation experiment. The superscript *
denotes statistically significant improvements compared to all the baselines using
two-tailed paired t-test with Bonferroni correction at 99% confidence level.

# Term Overlap Exact Match Set BLEU Set BERT-Score
facets Model Prec Recall F1 Prec Recall F1 1-gram 2-gram 3-gram 4-gram Prec Recall F1

va
ri

ab
le

QDist 0.0969 0.1564 0.1195 0.0017 0.0023 0.0019 0.1999 0.1134 0.0360 0.0107 0.6772 0.6855 0.6100
QFI 0.1461 0.1748 0.1571 0.0057 0.0061 0.0059 0.2763 0.1269 0.0421 0.0140 0.7069 0.7113 0.6144
QFJ 0.1807 0.2041 0.1894 0.0069 0.0067 0.0067 0.2484 0.1065 0.0242 0.0090 0.7196 0.6708 0.5871
QDMiner 0.2060 0.2456 0.1894 0.0076 0.0083 0.0079 0.2893 0.1226 0.0301 0.0126 0.7220 0.7025 0.6285
BART 0.4307 0.4618 0.4481 0.0474 0.0516 0.0486 0.4459 0.4003 0.3896 0.3351 0.7623 0.6932 0.6558
NMIR 0.4851 0.5673 0.4968 0.0790 0.0842 0.0784 0.5187 0.4748 0.4470 0.4192 0.8003 0.7487 0.6928
PINMIR 0.4891 0.5691 0.5107* 0.0798 0.0856 0.0795 0.5173 0.4763 0.4491 0.4246* 0.8173* 0.7524* 0.7199*

m
ax

QDist 0.1557 0.1593 0.1440 0.0023 0.0024 0.0023 0.3387 0.1048 0.0439 0.0176 0.7165 0.7802 0.7192
QFI 0.1605 0.1941 0.1720 0.0058 0.0050 0.0050 0.3539 0.1524 0.0523 0.0203 0.7603 0.8127 0.7584
QFJ 0.1767 0.1348 0.1451 0.0055 0.0057 0.0053 0.3735 0.1675 0.0564 0.0234 0.7731 0.8136 0.7714
QDMiner 0.2176 0.1443 0.1773 0.0069 0.0066 0.0065 0.4275 0.1826 0.0657 0.0234 0.7758 0.8036 0.7792
BART 0.3043 0.4124 0.3558 0.0282 0.0263 0.0275 0.5087 0.4406 0.3969 0.3445 0.7633 0.8017 0.7660
NMIR 0.3877 0.4559 0.4121 0.0613 0.0584 0.0596 0.6313 0.5628 0.5222 0.4871 0.8442 0.8870 0.8405
PINMIR 0.4712* 0.4302 0.4423* 0.0731* 0.0689* 0.0677* 0.6505* 0.5732* 0.5411* 0.4895* 0.8731* 0.8873 0.8740*

match are marginal, while we observe significant improvements for term overlap F1,

BLEU 4-gram, and Set BERT-Score.

Intuitively, we expect a permutation-invariant loss to have higher impact on

queries with more facets. In our second set of experiments, we solely focus on the

queries with 5 facets (i.e., the maximum number of facets in MIMICS). According to

Table 4.4, we observe substantially larger improvements in queries with five facets.

The improvements are statistically significant in nearly all cases, except for term

overlap recall and Set BERT-Score recall. This observation demonstrates that the

permutation-invariant model has higher impacts on the queries with more intents.

We also propose the Stochastic Hungarian loss for efficiency reasons. In our exper-

iments, we observe no statistically significant difference between the effectiveness of

a model trained with Hungarian loss compared to its stochastic variation (with three

samples). Hungarian loss achieves a term overlap F1 of 0.4724 for queries with three

facets while this value for the Stochastic Hungarian loss is 0.4731. We made similar

observations for other metrics. Therefore, both exact and stochastic Hungarian losses

perform comparably, but the stochastic variation can be used for larger number of

facets efficiently.
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4.6 Summary

In this chapter, we introduced NMIR, a general retrieval-augmented framework

that uses the top retrieved documents for learning multiple representations for each

input query. These multiple representations are used to better represent faceted and

ambiguous queries. We implemented the proposed framework using the state-of-the-

art encoder-decoder architectures, e.g., BART, for initializing the encoder and decoder

parameters and Guided Transformer for mapping a generic query representation to

an intent representation space. We also introduced an asynchronous optimization

approach for efficient training of the framework. Our evaluation on the query facet

generation task demonstrated the effectiveness of the proposed solution compared to

competitive baselines.

Despite its strong performance, NMIR suffers from some design limitations. In

particular, the NMIR’s solution for achieving multiple representations for a query is to

generate all the query intents associated with the query. However, the model expects

the output to be exactly in the same order as it appears in the ground truth. We

further addressed this issue by proposing a permutation-invariant variant of the NMIR

framework, named PINMIR. This model learns to generate a set of text pieces in a

permutation-invariant manner. To this aim, we introduced a stochastic Hungarian

loss function for learning multiple permutation-invariant query representations. By

resetting the positional embedding for each intent description generated by the model,

PINMIR ensures that the decoder is also permutation-invariant. We showed that this

approach leads to further improvements.
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CHAPTER 5

ADAPTING RETRIEVAL MODELS USING TARGET
DOMAIN DESCRIPTION

In this chapter, we introduce a new domain adaptation category for information

retrieval – the task of domain adaptation using the target domain description. In

the following, we first motivate the task (Section 5.1), and then we define a tax-

onomy of domain attributes in retrieval tasks to understand different properties of

a source domain that can be adapted to a target domain. Our experiments show

that a retrieval-augmented approach for domain attribute-value extraction based on

the defined taxonomy can effectively identify various properties of each target do-

main, including the topic of documents, their linguistic attributes, and their source.

We propose a novel automatic data construction pipeline that produces a synthetic

document collection, query set, and pseudo relevance labels, given a textual domain

description.

5.1 Motivation

The effectiveness of neural information retrieval models has been well-established

in recent years [25, 46, 112]. However, these models have primarily demonstrated

strong performance in settings where the training and test data follow a similar data

distribution [171]. When well-performing neural models developed for one test collec-

tion, e.g., MS MARCO [17], are applied to a substantially different one, the results

The content of this chapter is largely based on our article published in the proceedings of ACM
ICTIR 2023 [54].
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are often worse than those produced by much simpler bag-of-words models such as

BM25 [148]. This poses a problem in real-world applications, where access to large,

domain-specific training data is limited. For a general description of this problem

in machine learning, refer to Hand [48]. To address this issue, a group of methods

known as “domain adaptation” have been developed.

There are various approaches to domain adaptation in information retrieval, as

summarized in Table 5.1. In the zero-shot setting, the assumption is that the model

has been trained on a large-scale test collection in a source domain, but no data from

the target domain is available during training. It is worth noting that in the zero-shot

setting, there is no adaptation taking place, as the model is simply being tested on

the target domain. In contrast, unsupervised domain adaptation models assume that

the target document collection is available for adaptation. The few-shot setting takes

this further and assumes that a small set of query-document pairs with relevance

labels on the target domain is available, allowing the retrieval model to be adapted

to the target.

In this chapter, we introduce a new category of domain adaptation methods for

neural information retrieval, which we refer to as “domain adaptation with descrip-

tion.” Studying this problem is not only interesting from an academic perspective,

but also has potential applications in real-world scenarios, where the target collection

and its relevance labels are not available at training time. For example, these may not

be available yet or at all or, even if they were, target domain owners may be hesitant

to provide them for several reasons, such as legal restrictions. There are also appli-

cations with privacy concerns, for instance in the case of medical records or where

the data contains personally identifiable information. Another example can be found

when a competitive advantage is involved, as potential use of the data may benefit

competitors. Therefore, if an organization lacks the resources for training neural IR

models in-house and desires to outsource the process, they should be able to provide a
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Table 5.1: Different categories of domain adaptation in information retrieval.

Adaptive Retrieval Setting q-d-r† in D1 q-d-r in D2 Target Corpus Extra Information

Zero-shot retrieval ✔ ✗ ✗ None
Unsupervised domain adaptation ✔ ✗ ✔ None
Supervised domain adaptation ✔ ✔‡ ✔ None
Domain adaptation with description ✔ ✗ ✗ textual description of the target domain∗

† q − d− r refers to training data triplets of query, document, and relevance labels.
‡ often only a small amount of training data is available.
∗ domain description can be a single sentence describing the target domain.

high-level textual description that outlines the task and characteristics of the data in

a general manner. Our approach then allows the organization to convey the necessary

information to a third party without compromising sensitive information or violating

legal restrictions.

In this chapter, we investigate the task of domain adaptation for information

retrieval by utilizing target domain descriptions. We propose a taxonomy for the task

and analyze the attributes by which a domain can be adapted. We differentiate our

task from related recent studies and explain the limitations of existing technologies.

To address these limitations, we propose a novel pipeline that utilizes the domain

descriptions to construct a synthetic target collection and generate queries and pseudo

relevance labels to adapt the initial ranking model trained on a source domain. Our

approach takes advantage of state-of-the-art instruction-based language models to

extract the properties of the target domain based on its given textual description.

We show that a retrieval-augmented approach for domain attribute-value extraction

can effectively identify various properties of each target domain, including the topic

of documents, their linguistic attributes, and their source. The extracted properties

are used to generate a seed document using generative language models and then

an iterative retrieval process is employed to construct a synthetic target collection,

automatically.

Following prior work on unsupervised domain adaptation [185], we automatically

generate queries from our synthetic collection based on the query properties extracted

from the target domain description. We then generate pseudo-relevance labels for

each query given an existing cross-encoder re-ranking model and use the created data
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for adapting dense retrieval models to the target domain. Extensive experiments on

five diverse target collections, ranging from financial question answering to argument

retrieval for online debate forums, demonstrate the effectiveness of the proposed ap-

proach for the task of domain adaptation with description. In summary, the main

contributions of this work include the following.

• Introducing the novel task of domain adaptation with description for information

retrieval.

• Proposing an automatic data construction pipeline from each target domain de-

scription.

• Proposing a taxonomy of domain attributes in information retrieval for developing

effective domain adaptation methods.

• Studying a retrieval-augmented approach based on state-of-the-art language models

for extracting the attributes in our taxonomy from domain descriptions.

• Introducing an effective implementation of the proposed pipeline.

• Significantly outperforming competitive applicable baselines on five diverse retrieval

benchmarks.

5.2 Methodology

In this section, we explain the problem formulation and a taxonomy of domain at-

tributes that can be used to understand domain descriptions. Such domain attribute-

value extraction component can produce attribute values for a synthetic corpus con-

struction model that uses a large language model to generate one seed document

with these attributes and then performs an iterative retrieval process from a hetero-

geneous collection such as the Web for collection creation. The constructed collection

will then be used to generate queries and pseudo relevance labels that are aligned
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Table 5.2: A taxonomy of attributes that define an information retrieval task.

Retrieval Attribute Attribute Definition Example Attribute Values
Q
u
er
y
A
tt
ri
b
u
te
s

Query topics* the subject matters or themes of the users’
search requests

medical, financial, climate, etc.

Query linguistic features syntactic characteristics of the query formal, informal, technical, etc.
Query language a language used by the user to make re-

quests for information
English, Spanish, etc.

Query structure the structure of the query used by the user structured, semi-structured, unstruc-
tured, SQL, etc.

Query modality the query modality text, text and image, uni-modal, multi-
modal, etc.

Query format type of the query submitted by the user keyword queries, tail queries, tip-of-
tongue queries, etc.

Query context any metadata that exists around the query conversational search, session search, from
adult users vs. kids

D
o
c
A
tt
ri
b
u
te
s

Document topics the main subjects that the document col-
lection cover

medical, financial, etc.

Document linguistic features syntactic characteristics of the documents formal, informal, technical, etc.
Document language the language used to express the content

of the documents
English, Spanish, etc.

Document structure the structure of the documents in the col-
lection

structured, semi-structured, unstruc-
tured, knowledge base, etc.

Document modality the document modality text, text and image, uni-modal, multi-
modal, etc.

Document format the format of the document (especially
from IR perspective)

passages, long documents, questions, etc.

Document source the specific source that the documents
come from

Wikipedia, Twitter, Quora, etc.

Relevance notion the criteria that make the documents rel-
evant to the query

topical relevance, containing the cor-
rect answer, paraphrasing, containing the
counterargument, etc.

* This is often referred to as the “domain”, but we use the term “topic” to avoid confusion.

with the properties of the target domain, as extracted by our domain attribute-value

extraction component. This pipeline leads to a synthetic training set that can be

used to adapt a dense retrieval model to the target domain.

5.2.1 Problem Formalization

Let M be a retrieval model that is trained on the source domain D1, and T be the

textual description of the target retrieval domain D2, where D2 ̸= D1. The goal is to

adapt the retrieval model M to the target domain D2 and obtain the retrieval model

M ′ that performs effectively on D2. Assume that W is a large-scale heterogeneous

collection, such as a Web collection, which can be used as an external resource. This

large-scale collection can then be used for synthetic collection construction for any

target domain description.
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5.2.2 A Taxonomy of Domain Attributes in IR

The term “domain” is used quite loosely in NLP and IR and defined in myriad ways

[135]. It often describes a type of corpus that is “coherent,” such as a specific topic or

linguistic register [134]. However, the concept of domain has evolved in recent years,

leading to ongoing research in this area. For example, there is a distinction between

“canonical” data (e.g., edited news articles) and “non-canonical” data (e.g., social

media), and models trained on one type may not perform well on the other. There

is an ongoing debate over what constitutes a “domain” in the field of information

retrieval (IR), and whether subdomains exist within a larger domain. This uncertainty

makes it difficult to tackle the domain adaptation problem and develop a universal

algorithm, as domain shifts are specific to each case and models may not perform

robustly when transferred from one case to another.

To clarify the different stances on the definition of a “domain” we have devel-

oped a taxonomy for domains and their attributes in the context of IR. Therefore,

we define a domain based on the set of attributes defined in our taxonomy. This

taxonomy can be used to develop general-purpose domain adaptation solutions as

it enumerates the possible ways in which two domains can be different. We argue

that every retrieval task is composed of three variables: query, documents, and rele-

vance notion. We propose that attributes related to these three categories together

define a retrieval domain. In other words, for any domain D, we define a set of at-

tributes {a1, a2, · · · , an}, where each attribute ai is either related to the properties

of query, document, or relevance. Through careful exploration of many different re-

trieval tasks, including the ones in the BEIR benchmark [171] and the ones organized

by TREC and CLEF evaluation campaigns over the last few decades, we compile a

taxonomy that includes seven query-level attributes, seven document-level attributes,

and one attribute denoting the relevance notion. The attributes, their definition, and

examples are presented in Table 5.2. We argue that if the value of at least one at-
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tribute belonging to any of the three categories changes, a domain shift has occurred.

We highlight the asymmetric nature of query and document attributes that presents

unique challenges for domain adaptation in IR compared to NLP tasks. Finally, we

note this taxonomy can be used to see what attributes differ between domains and

that we can leverage those for effective adaptation.

5.2.3 Domain Attribute-Value Extraction

As discussed earlier in this chapter, clients may be reluctant to provide actual tar-

get domain data. However, providing a high-level description of the data is usually

feasible. In our problem, we need a description of the retrieval task that includes

information on the appearance of the corpus and queries, in addition to user inten-

tions, and how relevance is defined for that task. To obtain these descriptions, we

gave 15 diverse IR collections from the BEIR benchmark [171] to three IR experts

and asked them to explain the retrieval task for each. We asked them to revise the

differences of opinion during a brainstorming session; they shared their explanations

and worked together to reach a single description for each collection, which we refer

to as T in our formalization. After the descriptions are finalized, we provide the same

people with the taxonomy we have defined in Table 5.2, and ask them to annotate

the descriptions based on the taxonomy attribute. This annotation results in the gold

labels of attribute values based on our taxonomy for each dataset. We provide one

dataset description and its annotation in Table 5.3 for the reference.

We argue that a proper understanding of the description has a significant impact

on adaptation. If the model extracts the value of each attribute in the taxonomy,

it knows when a domain shift has occurred and what attributes need to be adapted

for the entire model to be adapted. Therefore, our domain attribute-value extraction

component focuses on predicting the values of attributes defined in our taxonomy.

Since the value of the attributes can be open-ended text rather than defined options,
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Table 5.3: An example of a retrieval task description and its annotated attribute-
value pairs from our taxonomy.

Target Collection Arguana

Description of the
retrieval task

Given an argument passage as a query, the task is to retrieve passages from online
debate portals that contain its counterarguments

Description anno-
tation

relevance notion: counterargument ■ query topic: NA ■ query linguistic features:
NA ■ query language: NA ■ query structure: unstructured ■ query modality:
unimodal ■ query format: argument passage ■ document topic: NA ■ document
linguistic features: NA ■ document language: NA ■ document structure: unstruc-
tured ■ document modality: unimodal ■ document format: argument passage ■
document source: online debate portals

the best architectural choice is a text generation model that takes the domain de-

scription as input and generates the value of the attributes as output. Therefore,

we adopt a state-of-the-art prompt-based text generation model F to perform the

task, i.e., ChatGPT. We instruct the model to get the description of the domain and

extracts the value of attributes introduced in the taxonomy.1

In addition to the instruction, we include up to three examples from the most

similar collections to the target domain by retrieval augmentation. Let R(T,C ′)

denote a retrieval model (SBERT in our case) that takes the target domain descrip-

tion and a collection of textual descriptions of different domains (C ′). The domain

attribute-value extraction function F takes the instruction I, the retrieved exam-

ples, and domain description T , and outputs the values of attributes introduced in

taxonomy. Formally: F (I, T,R(T,C ′)) = {a′1, a′2, · · · , a′n} where n = 15.

1After some rounds of trial and error, we landed on the following instruction, I as the best
performing one for our task: “For each defined retrieval task in the Passage, find the values related to
the relevance notion (e.g., topically relevant, contains the answer, references of a paper, paraphrase,
evidence for the claim, etc.) as well as the following query and document attributes: query topic
(e.g., medical, scientific, financial, mathematical, adult, etc.); query linguistic features (e.g., formal,
informal, etc.); query language (e.g., english, french, etc.); query structure (e.g., unstructured, semi-
structured, structured, etc.); query modality (e.g., text, image, video, etc.); query format (e.g.,
keyword query, tail query, question, claim, argument, passage, etc.); document topic (e.g., medical,
scientific, financial, mathematical, adult, etc.); document linguistic features (e.g., formal, informal,
etc.); document language (e.g., english, french, etc.); document structure (e.g., unstructured, semi-
structured, structured, etc.); document modality (e.g., text, image, video, etc.); document format
(e.g., passage, long document, question, etc.); document source (e.g., StackExchange, wikipedia,
reddit, youtube, twitter, facebook, quora, etc.). If the value of each attribute cannot be inferred,
return NA”
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Figure 5.1: The proposed pipeline for training dense retrieval models for a given
domain description.

Discussion One may argue that the taxonomy is easy to understand and interpret,

therefore, users can directly identify these properties for the target domain and this

bypasses the need to a domain attribute-value extraction component. This argument

is valid. In other words, the taxonomy we define in Table 5.2 enables users of the

system to directly identify the values of each attributes for the target domain. That

being said, the domain attribute-value extraction component enables the users to just

describe their target domain in natural language. Similar to any semantic parsing

task, such as text-to-SQL, this component creates a natural language interface for

this task. Thus, studying it can shed light into how feasible it is to extract domain

attributes from natural language.

5.2.4 Synthetic Target Data Construction

As depicted in Figure 5.1, once we identify the domain attributes of our taxonomy

for the target domain (i.e., domain attribute-value extraction), we propose to build

a synthetic training set based on the generated attribute values. This consists of

three steps: synthetic document collection construction, synthetic query generation,

81



and pseudo-labeling. In the following we describe each of these steps. Our data

construction approach is presented in Algorithm 1.

Algorithm 1 Our Synthetic Data Creation Approach

1: Input (a) T : a target domain description; (b) W : a large, diverse, and hetero-
geneous collection (such as the Web); (c) Mθ: a dense retrieval model trained on

the source domain; (d) ˆ︂M : an effective teacher model for pseudo labeling; (e) N :
the desired size of synthetic collection ; (f) k: the iterative retrieval list size; (g)
k′: the number of generated queries per document.

2: Output A dense retrieval model M ′ for the target domain.
3: a1, a2, · · · , a15 ← AttributeValueExtraction(T )
4: qattr ← {a1, a2, · · · , a7}
5: dattr ← {a8, a9, · · · , a14}
6: rattr ← {a15}
7: Sseed ← DocumentGen(dattr)
8: C ← ∅
9: repeat
10: d← Sseed.pop()
11: D ← Retrieve(query = d, collection = W, count = k)
12: C ← C ∪D
13: Sseed ← Sseed ∪D
14: until |C| < N
15: Q← QueryGen(C, qattr, rattr, k

′)

16: R← PseudoLabeling(C,Q, rattr,ˆ︂M)
17: M ′ ← arg minθ L(Mθ, {Q,C,R})
18: return M ′

5.2.4.1 Synthetic Document Collection Construction

One naive approach to synthesizing the collection is to generate documents one by

one using sequence-to-sequence models. In preliminary experiments, we observed that

many state-of-the-art and free-to-use sequence-to-sequence models such as the latest

version of Tk-Instruct [189], are not sufficient to generate meaningful documents

given our target domain descriptions. Instead, they generate passages containing

words from our instructions, rather than generating a document with the provided

attributes.
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It can be argued that with the rise of black-box generative language models like

ChatGPT, this issue will be reduced. However, it is important to note that these

models are not free to use. At the time of conducting this research, ChatGPT was

not yet available through an API, so we used the next best available large language

model, text-davinci-003, the latest version of GPT-3 from OpenAI. At the time

of this research, OpenAI was charging customers based on the cumulative number of

tokens in the input and output, at a rate of $0.02 per 1K tokens. If we consider an

average passage to be 300 tokens, the minimum cost to generate a corpus like MS

MARCO (consisting of 8M passages) would be $12,000. This assumes the model only

takes the domain description with no example as input and generates one passage in

line with the target domain description.

It is worth noting that our preliminary experiments showed the text-davinci-003

model was unable to generate a desired passage even with three examples in the

prompt. Additionally, these models cannot perform a sequence of tasks step by step

(e.g., curating a collection then queries, etc.). They may miss some parts of the

sequence or do it all at once (generating documents and queries simultaneously),

causing the automation of the training retrieval model to be difficult.

To overcome all these obstacles, we propose an iterative document selection pro-

cess (i.e., lines 7-14 in Algorithm 1). We first generate a document based on the

domain attributes we extracted from the target domain description T . We call this

generated document a seed document. We find that ChatGPT is the only language

model that could successfully generate a related document given our document at-

tributes. We tried T5, Tk-Instruct, and GPT-3 and they could not generate a

document with the given attributes. Instead, they generate a text using the words

in the given instruction which is not sufficient for effective domain adaptation. We

then run an iterative retrieval process using BM25 and a BERT-based cross-encoder

reranking model trained on the source domain [121]. It retrieves k documents (we em-
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pirically observe that k should be set to a small value often less than 50) in response

to the seed document and then adds all the retrieved documents to the seed set.

Again, another document from the seed set is selected and another k documents are

retrieved. This process repeats until we reach a collection C with a desired synthetic

collection size (N).

5.2.4.2 Synthetic Query Generation

In line 15 of Algorithm 1, we generate k′ queries per document in the constructed

document collection C. To this aim, we train instruction-based T5 on MS MARCO

for query generation using the MS MARCO query and relevance attributes. It is

similar to the docT5query [118], but also takes query and relevance properties of the

target domain as input. To be precise, we use form this input for the instruction-based

T5 model: ‘Generate a query for the following Passage based on the given Attributes.

Passage: · · · . Attributes: · · · .’ We include the query and relevance attributes in the

instruction. Therefore, it learns to generate queries with the given properties. The

model is trained with a maximum likelihood objective as follows:

−
∑︂
k

logP (qk|qi<k, qattr, rattr),

where qk is kth output query token, qattr is the extracted values for query attributes in

the taxonomy, and rattr is the extracted values for relevance attribute. We use beam

search with the size of k′.

5.2.4.3 Pseudo Labeling

Research on weak supervision [38, 212] showed that we can use existing retrieval

models to annotate documents for a given query set and train student models based

on the annotated data. More recently, this approach has been found effective in

unsupervised domain adaptation [185]. We use a cross-encoder re-ranking model
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based on BERT [121] that is trained on MS MARCO (our source domain) as a

teacher model and annotate documents through soft labeling: the input includes

the query, the relevance notion, and a document, and the output scores are used as

labels. Let Dq ⊂ C be a set of documents that should be annotated for query q by

the pseudo-labeler. We construct Dq as follows:

• Dq includes the document that q was generated from.

• Dq includes 25 random documents from the top 100 documents retrieved by BM25.2

• Dq includes 25 random documents from the top 100 documents retrieved by the

dense retriever Mθ.

5.2.5 Dense Retrieval Adaptation

Given the constructed training set with pseudo-labels, we use the following listwise

loss function for adapting the dense retrieval model Mθ to the target domain. We

used Contriever [62] (an unsupervised dense retrieval model trained using contrastive

learning) that is fine-tuned on MS MARCO as our Mθ. Let Dq ⊂ C be the set of

documents annotated for query q ∈ Q through pseudo-labeling. We use the following

listwise loss function for each query q:

∑︂
d,d′∈Dq

1{yTq (d) > yTq (d′)}
⃓⃓⃓⃓

1

πq(d)
− 1

πq(d′)

⃓⃓⃓⃓
log(1 + ey

S
q (d

′)−ySq (d)),

where πq(d) denotes the rank of document d in the result list produced by the student

dense retrieval model, and yTq (d) and ySq (d) respectively denote the scores produced

by the teacher and the student models for the pair of query q and document d. This

knowledge distillation listwise loss function is inspired by LambdaRank [15] and is

also used by Zeng et al. [218] for dense retrieval distillation.

2We empirically observe that taking 25 random samples from the top 100 documents leads to
more robust performance compared to using the top 25 documents.
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Table 5.4: Domain adaptation results in terms of NDCG@10 and Recall@100. Bold
numbers indicate the highest value in each column (excluding Oracle). The super-
script ∗ denotes statistically significant improvements compared to all the baselines
with respect to a two-tailed paired t-test with Bonferroni correction (p value < 0.05).

Model TREC COVID FiQA SciFact ArguAna Quora
NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100

BM25 0.688 0.498 0.253 0.539 0.690 0.908 0.471 0.942 0.807 0.973
ANCE 0.652 0.457 0.295 0.581 0.511 0.816 0.418 0.934 0.852 0.987
SBERT 0.477 0.072 0.257 0.542 0.537 0.846 0.425 0.945 0.855 0.988
Contriever 0.273 0.172 0.245 0.562 0.649 0.926 0.379 0.901 0.835 0.987
Contriever-FT 0.596 0.407 0.329 0.656 0.677 0.947 0.446 0.977 0.865 0.993
HyDE 0.593 0.414 0.273 0.621 0.691 0.964 0.466 0.979 - -
ANCE - Cond. Query 0.640 0.459 0.294 0.575 0.518 0.813 0.406 0.932 0.843 0.980
Contriever-FT - Cond. Query 0.596 0.409 0.336 0.652 0.667 0.949 0.445 0.966 0.866 0.980

Ours 0.737∗ 0.481 0.344∗ 0.684∗ 0.695∗ 0.957 0.497∗ 0.967 0.881∗ 0.995

Oracle 0.752 0.515 0.368 0.699 0.744 0.970 0.529 0.973 0.885 0.984
CE Reranker 0.757 0.498 0.347 0.539 0.688 0.908 0.311 0.942 0.825 0.973

Table 5.5: Ablation Study in terms of NDCG@10 and Recall@100. Bold numbers
indicate the highest value in each column (excluding Oracle). The superscript ▼

denotes statistically significant performance degrade compared to our method (the
first row of the table). Significance is identified using a two-tailed pair t-test with
Bonferroni correction (p value < 0.05).
Model TREC COVID FiQA SciFact ArguAna Quora

NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100 NDCG@10 R@100

Ours 0.737 0.481 0.344 0.684 0.695 0.957 0.497 0.967 0.881 0.995
Ours w/o pseudo-labeling 0.691▼ 0.473 0.336▼ 0.671▼ 0.687▼ 0.907▼ 0.477▼ 0.919▼ 0.852▼ 0.963▼

Ours w/o seed document generation 0.688▼ 0.399▼ 0.310▼ 0.660▼ 0.630▼ 0.874▼ 0.441▼ 0.882▼ 0.822▼ 0.919▼

Ours w/o interactive synthetic corpus creation 0.704▼ 0.478 0.343 0.638▼ 0.662▼ 0.935▼ 0.481▼ 0.954 0.841▼ 0.993

In addition, we take advantage of the other passages in the batch as in-batch nega-

tives. Although in-batch negatives resemble randomly sampled negatives that can be

distinguished easily from other documents, it is efficient since passage representations

can be reused within the batch [67].

5.3 Experiments

This section describes our datasets, experimental setup, and results.

5.3.1 Tasks and Data

For evaluating our domain adaptation solution, we chose the target collections to

be as diverse as possible within the public test collections in the BEIR benchmark

[171]. Below we provide brief explanations of these collections.
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Source Domain As the source domain, we focus on passage retrieval provided

by the MS MARCO collection [17]. As the standard practice on zero-shot learning

offered by BEIR benchmark, most baselines models have been pre-trained on this

dataset, as our source domain. It contains 8.8 M passages and an official training set

of 532,761 query-passage pairs collected from the Bing search log. Queries often have

only one relevant passage per query with binary relevance label.

Target Retrieval Task 1: Bio-Medical IR Our first target retrieval task focuses

on retrieving scientific documents for biomedical queries. We use the collection pro-

vided by the TREC Covid Track in 2020 (TREC-COVID) [181], which is an ad-hoc

retrieval task based on scientific documents related to the Covid-19 pandemic offered

by the CORD-19 corpus [186]. Similar to Thakur et al. [171], we use the July 16,

2020 version of CORD-19 collection as the target corpus, and the final cumulative

judgments with query descriptions from the original task as test queries. The test

collection consists of 50 test queries and a corpus of 171K documents.

Target Retrieval Task 2: Financial Question Answering Our second task

studies answer passage retrieval in response to natural language questions in the fi-

nancial domain. We use the FiQA-2018 Task 2 [106] (FiQA) that focused on answer-

ing questions based on personal opinions. The document collection was created by

crawling posts on StackExchange under the Investment topic from 2009-2017, which

serves as the corpus with 57K documents. The test set consists of 648 queries.

Target Retrieval Task 3: Argument Retrieval This task explores ranking

argumentative texts from a collection based on relevance to a given query on various

subjects. We use the ArguAna dataset [182] which has passage-level queries. The

goal is to retrieve the most suitable counterargument for a given argument. The

collection was collected from online debate portals. There are 1,406 argument queries

in the dataset and the corpus size is 8.67K.
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Target Retrieval Task 4: Duplicate Question Retrieval : The aim of dupli-

cate question retrieval is to detect repeated questions asked on community question-

answering (CQA) forums. We use the Quora dataset that consists of 522,931 unique

questions in corpus and 10,000 test queries.

Target Retrieval Task 4: Fact Checking Fact checking involves verifying a

statement against a large pool of evidence. It requires knowledge of the statement

and the ability to analyze multiple documents. In a retrieval setting, the query is a

claim, and we attempt to retrieve documents that confirm or refute the claim. We

use the SciFact collection [183] that consists of 300 scientific claims as test queries

and 5K paper abstracts as the corpus.

Constructing the heterogeneous Collection W : As explained in Section 5.2.1,

W is a heterogeneous collection of documents from which our model selects documents

to synthesize the target retrieval corpus. To create this collection, we ensure that there

is no document leakage between the target retrieval tasks and W .3 We create W by

putting together the documents from MS MARCO [17], SciDocs [22], NFCorpus [13],

Touche-2020 [10], and CQADupStack [59]. This results in a collection with 9M+

documents.

5.3.2 Experimental Setup and Evaluation Metrics

We implemented and trained our models using TensorFlow. The network param-

eters were optimized using Adam [73] with linear scheduling and the warmup of 4,000

steps. The learning rate was selected from [1 × 10−6, 1 × 10−5] with a step size of

1× 10−6. The batch size was set to 128. We set k to 30, N to 10,000, and k′ to 5 (see

3Note that document leakage is not necessary an issue in this task. In the real world, the Web
contains several types of documents that can satisfy the attributes of each target domain (e.g.,
each BEIR collection). The main challenge is to identify and recover these documents from a large
heterogeneous corpus.
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Algorithm 1). We use the BERT [39] with the pre-trained checkpoint made available

from Contriever-FT [62] as the initialization. Hyper-parameter selection (for both

BM25 and neural models) and early stopping was conducted based on the perfor-

mance in terms of MRR on the MS MARCO validation set. For query generation we

use the T5 model from Nogueira et al. [118]. As the re-ranking teacher model for

pseudo labeling, we use a BERT cross-encoder [121]. For domain attribute-value ex-

traction, we use three examples in the ChatGPT instruction. Following BEIR [171],

we use NDCG@10 and Recall@100 as evaluation metrics. We use a two-tailed paired

t-test for identifying statistically significant performance differences using Bonferroni

correction with p value < 0.05.

5.3.3 Results and Discussion

We compare our method against the following baselines:

1. BM25 [148]: an effective term matching retrieval method that evaluates and ranks

a group of documents based on the presence of query terms regardless of their

position in each document.

2. ANCE [195]: a bi-encoder dense retrieval model that constructs hard negatives

from an Approximate Nearest Neighbor (ANN) index of the corpus based on the

model’s representations. Consistent with previous works, we used RoBERTa [99]

as the base language model that is trained on MS MARCO for 600K steps for our

experiments.

3. SBERT [147]: another dense retrieval baselines that uses BERT that employs

Siamese and Triplet network architectures to generate sentence embeddings.

4. Contriever [62]: an unsupervised dense retrieval model that learns adaptive repre-

sentation via contrastive learning.

89



5. Contriever-FT [62]: the Contriever model that is fine-tuned on MS MARCO train-

ing set.

6. HyDE [44]: it utilizes GPT-3 to generate a hypothetical document. Then it uses

Contriever to retrieve from the corpus with the hypothetical document as the

query. This is a concurrent work to ours.

7. ANCE - Cond Query: following Asai et al. [3], which is another concurrent work

to ours, we concatenate the domain description with the query in ANCE so the

query encoder is aware of the domain description.

8. Contriever-FT - Cond Query: this is similar to the last baseline, but uses Contriever-

FT as the dense retrieval model.

As a source of reference we compare against the following approaches:(1) Oracle:

this is our proposed approach that, instead of document collection construction, uses

the target domain collection for query generation; and (2) CE Reranker: this is a

BERT-based cross-encoder reranker trained on MS MARCO, which reranks the top

100 documents returned by BM25. Since this is not a dense retrieval model, we only

report its results as a point of reference.

The results are reported in Table 5.4. We observe that dense retrieval baselines

have difficulties surpassing the BM25 performance on TREC COVID, SciFact, and

ArguAna datasets in terms of NDCG@10 in a zero-shot setting. This demonstrates

the difficulty of dealing with distribution shift in neural information retrieval. HyDE

that uses GPT-3 for generating hypothetical documents for test queries performs well

in terms of Recall@100 on SciFact and ArguAna datasets. The proposed approach

outperforms all dense retrieval baselines in terms of NDCG@10 in all collections.

These improvements are statistically significant in all cases. It is also better than its

counterparts in terms of Recall@100 on FiQA and Quora. Interestingly, our approach
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Figure 5.2: Sensitivity of our iterative corpus creation process to different parameters
in terms of average accuracy.

is the only dense retrieval model that can beat BM25 on TREC COVID and ArguAna.

This demonstrates the effectiveness of our data creation pipeline.

The performance gap between the Oracle model and the baselines is often less

than 10%, confirming the quality of the synthetic corpus our model creates. The

Oracle model performs better than the proposed approach in all cases, except for

Recall@100 on Quora. Note that the Oracle model does not necessarily provide

upper-bound results, it just uses the target domain collection instead of synthetic

collection construction. These results suggest that it is likely to construct a collection

that dense retrieval models benefit from for adaptation, even more than the actual

target collection. Our model outperforms the cross encoder reranker model in terms

of Recall@100 in all cases, except for TREC COVID.

Ablation Study. To demonstrate the impact of each design decision we made in

our pipeline, we ablate each major component in our model and report the results in
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Table 5.5. We first exclude the pseudo-labeling component (i.e., we only assume that

the document used for generating each query is relevant and any other document is

non-relevant), and we observe statistically significant performance drop in nearly all

cases. In the second ablation study, we exclude the seed document generation and use

the domain instruction itself as the query to retrieve documents from W and construct

the collection C. This leads to an even larger performance drop. Our last ablation

focuses on converting the iterative collection construction part to a single retrieval

run (i.e., retrieving 10,000 documents in response to the seed document). We observe

that in this case, some collections hurt more than others. For example, performance

drop on Quora is more significant than FiQA and TREC COVID. Generally speaking,

the iterative process leads to a better performance.

Evaluating the Quality of the Synthetic Corpus Construction Approach.

To provide a deeper look into the quality of the corpus that we construct in our

model, we take the union of W and all the target domain collections listed above.

We then ran our synthetic corpus construction experiment to see the accuracy of the

model in retrieving the documents that actually belong to the target corpus. We

report the average performance in Figure 5.2. In the left plot, we vary the number of

generated seeds by ChatGPT and we observe that a single seed document is sufficient

and including more documents degrades the accuracy of constructed collection. In

the middle plot, we vary the number of retrieved documents per query (i.e., k in Algo-

rithm 1) and observe that the model shows a relatively stable performance compared

to various values of k, however, smallest value led to the poorest performance. In

the last experiment, we increased the synthetic corpus size from 1,000 to 5,000 and

observe that the accuracy of reconstructing document from the actual target domain

decreases. However, this performance decrease is not substantial, and the accuracy is

still higher than 48% when selecting 5,000 documents. This is another signal to show

that the proposed approach for corpus construction performs effectively.
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Table 5.6: Attribute-value extraction results for each attribute in our taxonomy. We
use ROUGE-L and Exact Match (EM) in addition to manual annotation to evaluate
the model. Average results across 15 datasets are reported.

Instruction Only Instruction + 1 Example Instruction + 2 Examples Instruction + 3 Examples
Retrieval Attribute ROUGE-L EM Manual ROUGE-L EM Manual ROUGE-L EM Manual ROUGE-L EM Manual

Q
u

er
y

A
tt

ri
b

u
te

s Query topic 0.800 0.800 0.800 0.711 0.666 0.733 0.733 0.733 0.733 0.733 0.733 0.733
Query linguistic features 0.600 0.600 0.600 0.800 0.800 0.800 0.866 0.866 0.866 0.866 0.866 0.866
Query language 0.666 0.666 0.667 1.000 1.000 1.000 0.866 0.866 0.866 1.000 1.000 1.000
Query structure 0.099 0.066 0.133 0.866 0.866 0.800 0.933 0.933 0.933 1.000 1.000 1.000
Query modality 0.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Query format 0.662 0.533 0.733 0.822 0.733 0.800 0.811 0.733 0.933 0.866 0.866 1.000

D
o
c

A
tt

ri
b

u
te

s

Document topic 0.666 0.666 0.733 0.733 0.733 0.733 0.733 0.733 0.800 0.800 0.800 0.800
Document linguistic features 0.800 0.800 0.800 0.800 0.800 0.800 0.866 0.866 0.866 0.933 0.933 0.933
Document language 0.266 0.266 0.266 0.800 0.800 0.800 0.800 0.800 0.800 0.866 0.866 0.866
Document structure 0.066 0.066 0.066 0.733 0.733 0.733 0.933 0.933 0.933 1.000 1.000 1.000
Document modality 0.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Document format 0.377 0.200 0.533 0.677 0.600 0.866 0.800 0.800 0.867 0.711 0.666 0.800
Document source 0.836 0.800 0.866 0.826 0.533 0.866 0.893 0.666 0.933 0.933 0.733 0.933
Relevance notion 0.524 0.133 0.466 0.689 0.533 0.800 0.701 0.533 0.666 0.807 0.733 0.866

Average 0.454 0.400 0.619 0.818 0.771 0.843 0.852 0.819 0.871 0.894 0.871 0.914

Analyzing the Domain Attribute-Value Extraction Component. As de-

scribed in Section 5.2.3, we provided three IR experts with all 15 public collections in

the BEIR benchmark, and asked them to come up with a description for each retrieval

task associated with each collection in a collaborative session. We later presented

them with our taxonomy and asked them to annotate the descriptions accordingly.

The input of the domain attribute-value extraction model is the task description, in

addition to arbitrary choice of examples, and the output is expected to be the value

of taxonomy attributes.

Considering we cast the problem of domain attribute-value extraction to a sequence-

to-sequence format, following the literature, we used ROUGE-L [95] and Exact Match

as our evaluation metrics. ROUGE-L (Recall-Oriented Understudy for Gisting Eval-

uation) is a commonly used evaluation metric in NLP for summarization tasks, mea-

suring overlap between n-grams in reference summaries and the generated summary.

The ”L” refers to the longest common subsequence. ROUGE-L scores range from 0

to 1, with 1 being a perfect match. Exact Match (EM) measures the percentage of

predictions that exactly match the ground truth, with 1 being a perfect match and

0 no match. Since the task is generative, automatic metrics may not be sufficient, so

three annotators manually labeled the outputs of each model, scoring 1 if desirable

and 0 if not. Final labels were decided through majority voting.
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Table 5.6 presents the results of ChatGPT for domain attribute-value extraction.

We made sure that the model is not benefiting from any session data by initiating a

new session for each experiment. Each cell displays the average of scores for a partic-

ular attribute across 15 collections. The last row reflects the overall performance of

each setting based on the average of all attributes. As expected, the highest perfor-

mance is mostly achieved with Instruction and 3 examples is given. The reason is that

the model receives more examples, thus has a better chance of encountering similar

cases. As Table 5.6 illustrates, the results of the manual metric highly correlate with

the automatic metrics, except for the query and document modality attributes in the

instruction only setting. We observe that in this setting, modality attributes resulted

in 0.00 with the automatic metrics, but they resulted in 1 in manual annotation.

After looking into results, we figured the disparity is because ground truth labels

the modality feature as uni-modal, multi-modal, etc. but the sequence-to-sequence

model labels it differently, e.g., text. This issue resolves after seeing one example in

prompt. We also observe that query and document structure attributes result in a

close-to-zero performance in the instruction-only setting. This may be due to the fact

that in our instruction, we only provided the model with examples of values for these

attributes. However, these attributes have been implicitly mentioned in the domain

descriptions, and some in-domain knowledge is necessary to interpret the structure

or modality of the task. Again, the performance would significantly improve after

seeing only one example. Note that all datasets within BEIR are unstructured, so

the model may repeat the only label it has given as an example for structure and

modality attributes.

Further, we observe that relevance notion is one of the hardest attributes to pre-

dict. This makes sense because usually, understanding what constitutes relevance

requires a deep understanding of the task, which these models currently lack. A

deep dive into the results showed us that in many cases, the model generalizes the
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query attributes to the document attributes, especially in cases that are not explicitly

described. For example, if the query topic attribute is predicted as “medical,” the

model may generalize it to the document topic as well. However, we know that IR

features are not necessarily symmetric. A medical query could request information

from a heterogeneous corpus such as the Web, and the symmetric assumption makes

data synthesis unrealistic.

5.4 Summary

This chapter introduced a new category of domain adaptation methods for neu-

ral information retrieval and proposed a pipeline that leverages target domain de-

scriptions to construct a synthetic target collection, generate queries, and produce

pseudo-relevant labels. The results of experiments conducted on five diverse target

collections demonstrated that our proposed approach outperforms existing dense re-

trieval baselines in such a domain adaptation scenario. A limitation of this work is

that we only collected one description for each retrieval domain, while the perfor-

mance of the trained IR model can depend on the provided description. Studying

and improving the robustness of adaptive ranking models with respect to various

description formulations are important avenues to explore in the future.

This work holds the potential for practical applications where the target collec-

tion and its relevance labels are unavailable, while preserving privacy and complying

with legal restrictions. Future work involves incorporating additional domain-specific

information, such as data source and language, and evaluating its conceptualizing

ability with more implicit descriptions.
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CHAPTER 6

CONCLUSIONS & FUTURE DIRECTIONS

This chapter provides a brief overview of key findings of this dissertation and

continues with potential future directions.

6.1 Conclusions and Key Findings

This dissertation leverages retrieval augmentation as a foundational framework,

developing efficient and effective retrieval augmented models for information retrieval

applications, including query representation, conversational search, and domain adap-

tation. The research explores the unique challenges posed in IR and solves them with

retrieval augmentation, where an auxiliary IR system serves another retrieval sys-

tem rather than end-users directly. Chapter 3 provides an overview of conversational

search, emphasizing the need for accurate representations in user-system conversa-

tions and proposing a retrieval-augmented neural network architecture for represent-

ing information seeking conversations between a user and a system. The developed

solution, Guided Transformer, extends the Transformer architecture [175]–the cur-

rent state-of-the-art deep learning architecture for representing sequential data, such

as natural language text. Experiments on the Qulac dataset [2] suggest that em-

ploying Guided Transformer in conversational search models can lead to up to 29%

performance improvements in terms of mean reciprocal rank (MRR). Follow-up work

from other researchers also demonstrate the effectiveness of Guided Transformer for

retrieval augmentation.
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Chapter 4 studies the task of learning multiple latent representations for search

queries. It challenges the widespread practice of using a single representation for each

query, especially for ambiguous and faceted queries. This chapter introduces a novel

framework based on retrieval augmentation for learning multiple representations, each

representing one of the query intents. This is achieved by end-to-end clustering of

retrieval results and learning permutation-invariant representations for the clusters.

Extrinsic evaluation via query facet generation tasks demonstrates that the proposed

approach can lead to facets with significantly higher quality.

Chapter 5 delves into domain adaptation in IR and introduces a novel domain

adaptation task, where the retrieval model adapts to a target domain without access-

ing its collection directly but relying on a textual description explaining the target

domain. We define a taxonomy of domain attributes in retrieval tasks to understand

different properties of a source domain that can be adapted to a target domain. We

also proposed a pipeline that leverages the target domain description to construct

a synthetic target collection, generate queries, and produce pseudo-labels. We then

use his synthetic target collection for training a retrieval model for the target do-

main. Extensive set of experiments on diverse domains, such as biomedical, financial,

and scientific domains, demonstrate significant improvements compared to state-of-

the-art retrieval baselines for this task. This work holds the potential for practical

applications where the target collection and its relevance labels are unavailable, while

preserving privacy and complying with legal restrictions.

6.2 Potential Future Directions

Synergistic End-to-End Learning for Retrieval-Augmented Representa-

tion Learning Current retrieval-augmented models often use an off-the-shelf re-

trieval model, often with pre-trained frozen parameters, and combine its output with

the input of the downstream network. A promising avenue for future research in the
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realm of retrieval-augmented representation learning involves the exploration of end-

to-end optimizations, where the parameters of both retrieval and downstream models

are updated simultaneously. This integrated approach not only has the potential

to enhance the constructive interaction between the two models but also allows for

a more cohesive representation learning framework, addressing the challenges of in-

terdependence and mutual reinforcement. Investigating the dynamics of end-to-end

training in the context of retrieval-augmented representation learning could pave the

way for more robust and efficient models, advancing the capabilities of information

retrieval systems in various downstream applications.

Efficient Representation Learning with Retrieval Augmentation In the

rapidly evolving landscape of artificial intelligence, a prominent challenge emerges as

contemporary models continue to swell in size. The trajectory of recent advance-

ments has witnessed a trend towards larger and more complex models. While these

large networks often yield state-of-the-art performance on a multitude of tasks, their

scale presents a formidable challenge. The resource-intensive nature of these mod-

els presents difficulties in terms of computational requirements, memory constraints,

and environmental impact. These challenges necessitate a re-evaluation of the con-

ventional wisdom that larger models inherently lead to superior performance. One

alternative to address the issue could be exploring the optimization and enhancement

of models with retrieval augmentation for the sake of making them more efficient

without a significant performance drop. For example, the RETRO language model

from Google DeepMind [12] used Guided Transformer—a retrieval-augmented mech-

anism introduced in this dissertation—to achieve GPT3 performance but with 25

times fewer model parameters. It is worth exploring other potential retrieval aug-

mentation solutions to intensify the model knowledge without increasing the number

of its parameters.
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Tailoring the Exposure of Retrieval Augmentation One promising direction

for future research involves investigating how much and in what capacity we expose

the downstream model to external information provided by the retrieval module.

Currently, researchers often add this extra information as the model’s input, changing

how the input is represented from the beginning. However, it is worth exploring

whether these changes could happen at various stages as the information goes through

the different layers of the model. We suggest looking into adjusting the depth of

exposure based on task-specific factors, the quality of retrieved information, and

the specific goals of augmentation in each downstream task. This approach offers a

nuanced way to fine-tune how the main model interacts with retrieved information,

potentially improving the overall effectiveness of retrieval-augmented representation

learning.

Communication Protocol Between the Retrieval and Downstream Models

In the future, we will investigate the communication protocol between the retrieval

and downstream models. should the query submitted to the retrieval model be in

unstructured text form, or is a structured, semi-structured, or latent representation

more suitable? Understanding how the query is generated is crucial – is the query

produced by an external model or derived from the downstream model? Further

exploration is needed to study mechanisms that filter out unnecessary information

for the retrieval process. This step aims to prevent the model from being confounded

by imprecise or ambiguous queries.

Equally vital is the consideration of the output from the retrieval model. Should

all the top k retrieved documents be augmented, or are there alternative methods to

select specific pieces of information? This exploration aims to provide the model with

a clearer hint for parameter updates, contributing not only to the effectiveness of the

learning process but also optimizing memory and computational resources.
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The communication dynamics between the retrieval and downstream models re-

quire further investigation. Determining how these two components interact and

whether the communication protocols generalize across various tasks will unveil in-

sights critical for refining and advancing retrieval-augmented representation learning.

This exploration into communication protocols holds the potential to enhance the

adaptability and efficiency of the model in diverse applications.
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