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ABSTRACT
It is often difficult for users to form keywords to express their in-
formation needs, especially when they are not familiar with the
domain of the articles of interest. Moreover, in some search scenar-
ios, there is no explicit query for the search engine to work with.
Query-By-Multiple-Documents (QBMD), in which the information
needs are implicitly represented by a set of relevant documents
addresses these retrieval scenarios. Unlike the keyword-based re-
trieval task, the query documents are treated as exemplars of a
hidden query topic, but it is often the case that they can be relevant
to multiple topics.

In this paper, we present aHierarchical Interaction-based (HINT)
bi-encoder retrieval architecture that encodes a set of query docu-
ments and retrieval documents separately for the QBMD task. We
design a hierarchical attention mechanism that allows the model to
1) encode long sequences efficiently and 2) learn the interactions
at low-level and high-level semantics (e.g., tokens and paragraphs)
across multiple documents. With contextualized representations,
the final scoring is calculated based on a stratified late interaction,
which ensures each query document contributes equally to the
matching against the candidate document. We build a large-scale,
weakly supervised QBMD retrieval dataset based on Wikipedia for
model training. We evaluate the proposed model on both Query-
By-Single-Document (QBSD) and QBMD tasks. For QBSD, we use a
benchmark dataset for legal case retrieval. For QBMD, we transform
standard keyword-based retrieval datasets into the QBMD setting.
Our experimental results show that HINT significantly outperforms
all competitive baselines.

CCS CONCEPTS
• Information systems→Retrievalmodels and ranking;Query
representation; Specialized information retrieval.

∗Both authors contributed equally to this work.
†Work done prior to joining Amazon.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICTIR ’23, July 23, 2023, Taipei, Taiwan
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0073-6/23/07. . . $15.00
https://doi.org/10.1145/3578337.3605130

KEYWORDS
Query by multiple documents; Hierarchical transformer; Neural
re-ranking

ACM Reference Format:
Zhiqi Huang, Shahrzad Naseri, Hamed Bonab, Sheikh Muhammad Sarwar,
and James Allan. 2023. Hierarchical Transformer-based Query by Multiple
Documents. In Proceedings of the 2023 ACM SIGIR International Conference on
the Theory of Information Retrieval (ICTIR ’23), July 23, 2023, Taipei, Taiwan.
ACM,NewYork, NY, USA, 11 pages. https://doi.org/10.1145/3578337.3605130

1 INTRODUCTION
In many search scenarios, it can be more effective for users to ex-
press their information needs by providing examples instead of
using keyword terms. This is because formulating the right key-
word query may require domain-specific knowledge and depend
on the user’s expertise. This is particularly true in professional and
specialized searches, such as legal case retrieval [2, 3, 6, 23, 44], sci-
entific literature retrieval [11, 33], patent retrieval [16, 40] and cross-
referencing a news article on a specific topic across sources [51].
Previous research has mainly focused on using a single example doc-
ument to query an information retrieval system, Query-By-Single-
Document (QBSD), with less emphasis on scenarios where multiple
example documents are provided, Query-By-Multiple-Document
(QBMD). Recently, in an effort to accelerate advances in the in-
formation discovery cycle, the National Institute of Standards and
Technology (NIST) introduced benchmark datasets where multiple
example documents are provided to the system instead of a query
in a cross-lingual information retrieval scenario [39].

Multiple example documents constituting a single information
need gives rise to a search scenario that, we hypothesize, is more
complicated because: i) the query becomes longer than the state-of-
the-art transformer-based ranking models can handle due to their
limited input size; ii) it is unlikely to be sufficient to compute the
score of a candidate document with respect to a query document
by computing their similarities as is possible with a single query
document. This is because a single example document can generally
cover a number of topics, whereas multiple example documents
give us the opportunity to identify a user’s intent more precisely
as we can infer the commonalities between example documents.

Previous research in QBSD has addressed the issue of limited
input size in transformer models by truncating documents that
exceed the maximum input length [2] or treating each passage in
a query document as a separate query and then combining the
results to create a final ranked list [3]. These approaches do not
consider the semantic interaction between the paragraphs and thus
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do not find the latent query that can be inferred from commonalities
between the example documents.

Here, we investigate the Query-by-Multiple-Documents (QBMD)
task, where the users’ information need is described by multiple
relevant example documents. We design aHierarchical Interaction-
based (HINT) bi-encoder neural re-ranker that efficiently encodes
long sequences as well as learns the semantic interactions at both
low and high-levels across multiple documents. When the user’s
information need is not expressed explicitly and is conveyed by
a number of example documents, understanding the interaction
between the documents becomes more critical in order to identify
the common attributes. The HINT model with its hierarchical at-
tention encoder architecture is capable of capturing the relation
and unveiling the latent query topic.

To evaluate our QBMD approach, we construct three datasets
from existing ad-hoc retrieval and multi-document summarization
datasets with three levels of relevancy annotation strength. In par-
ticular, we construct a large-scale weakly-supervised QBMD dataset
based on Wikipedia, as well as two evaluation datasets with human
judgments. We also include a legal case benchmark QBSD dataset
for comparison. The experimental results show that our proposed
architecture statistically significantly outperforms the initial rank-
ing as well as cross-encoder based neural re-ranking baselines. We
conduct an ablation study and find that the hierarchical attention
encoding of the query-documents and candidate documents is the
most critical component of our model.

Since we adopt a neural re-ranking strategy, we explore differ-
ent approaches for formulating an initial query for the first-stage
term-matching retrieval and obtaining the initial set of candidate
documents. We experimentally demonstrate that a keyphrase ex-
traction method based on TF-IDF is superior to a state-of-the-art
question generation model and an unsupervised extractive multi-
document summarization approach. Lastly, our experiments across
multiple datasets show increasing the number of example docu-
ments improves the performance of the system in identifying the
user’s information need up until a threshold.
• We construct three QBMD datasets. Our datasets provide one
large-scale weakly supervised dataset mainly for training and
two high-quality smaller evaluation datasets.

• We present HINT, a transformer-based re-ranking model for
the task of QBMD. Our model uses the hierarchical attention to
capture the interaction between multiple query documents. To
the best of our knowledge, we are the first to provide a neural
approach for the task of QBMD.

• We conduct extensive experiments to demonstrate the superior
performance of HINT against a number of baselines, including
a 14.9% average improvement in terms of mean average preci-
sion (MAP) over a model based on cross-encoder architectures.
For the first-stage term-matching retrieval, we compare several
strong approaches to formulate an initial query. Our experimen-
tal evaluations show the effect of number of query-documents in
identifying and locating the precise users’ information need and
the system’s performance.

2 RELATEDWORK
Our study is related to a number of topics from the existing litera-
ture. We briefly describe most relevant works on these topics.

Query By Example (QBE). Query by example is a setting in
which the user of the retrieval system inputs one (or several) ideal
instances and aims to find more similar instances from a given
collection. In general, any form of example instances can be defined,
e.g., textual documents, user profiles, and images [27]. For example,
Ha-Thuc et al. [17] studied QBE for talent search at LinkedIn in
which the user provides one or several ideal candidates as the input
to search for a given position.

Query by Document (QBD) can be categorized as a special case
for QBE where the input query is one, QBSD, or multiple, QBMD,
textual documents and the aim is to find related documents from a
large collection. Yang et al. [51] study QBSD in the context of au-
tomating the cross referencing of online information content such
as finding related blog posts to a given news article. Weng et al. [49]
introduce a two-level retrieval method for QBSD in which for the
first stage retrieval they encode the documents in the collection into
dense vectors using dimension reduction and conduct quick rank-
ings using locality sensitive hashing. Along with obtaining dense
vectors, they extracted distinguishing terms for every document
that are used in a re-ranking step to address inefficiency concerns.
Lee and Sun [24] propose a QBSD ranking model that focuses
on clinical terms to improve the screening efficiency for medical
systematic review. Williams et al. [50] describe a deployed QBSD
search system on academic documents by combining multiple sim-
ilarity functions and show its applicability as well as scalability
on larger collections. The legal case retrieval task in the Competi-
tion on Legal Information Extraction/Entailment (COLIEE) [41] is
an instance of QBSD in the legal domain where the input queries
are long law cases. TLIR [32] as the top team in the COLIEE 2021
competition, proposes a cross-encoder model, concatenating query
document and the candidate document. It has multiple stages of
building the interaction between paragraphs in the query docu-
ment and candidate document. Abolghasemi et al. [2] improve the
performance of a BERT-based cross-encoder re-ranker by adding a
document-level representation learning objective in the fine-tuning
step and evaluate their model on the legal case and scientific QBSD
benchmark datasets. Further, they investigate the effectiveness
of the deep contextualized term-based retrieval models such as
TILDE [56] and TILDEv2 [55] in the QBSD problem [1]. Althammer
et al. [3] propose a paragraph-aggregation retrieval that adapts the
Dense Passage Retrieval (DPR) [20] models to the QBSD problem
by addressing the limited input size of DPR models.

In terms of query by multiple documents, there are a few modern
studies addressing the problem. Wang et al. [48] concatenate the
multiple documents into a single example document. Lissandrini
et al. [26] study a special QBMD case where query examples are
in the form of a graph and the collection to perform the search
is a knowledge graph. El-Arini and Guestrin [13] propose a solu-
tion based on modeling query documents using a concept graph
for the scientific publication search domain. Zhang and Lee [52]
formulate the QBMD problem as a one-class text classification and
utilize support vector machines for their solution. Zhu and Wu [54]
argue that assuming the entire collection as an unlabeled example
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results in poor retrieval performance and extend their approach
by reducing the unlabeled set from the entire collection to a small
subset of documents. Different from these approaches, we encode
each document into a bag of vectors based on paragraphs and then
use a hierarchical architecture to model the connections between
them. Because the interactions exist in paragraphs across andwithin
query documents, our proposed method naturally generalizes to
the QBSD task where the query is a single document.

Multi-Document Summarization. Compared to Single Docu-
ment Summarization (SDS), Multi-Document Summarization (MDS)
must address the cross-document relations and redundancy. Re-
searchers pursue two common approaches for the MDS task [31]: 1)
concatenating all the input documents and creating a flat sequence
representation which transforms MDS to SDS [28, 31], 2) hierarchi-
cal concatenation of input documents [4, 5, 35, 47]. Following the
idea of Liu and Lapata [29], we incorporate the hierarchical atten-
tion mechanism in our proposed model. In Section 6, we explore
using an unsupervised MDS method [53] to address QBMD and
find it does not work well.

Relevance Feedback. The QBMD is also related to relevance
feedback [42] in that the query examples can be regarded as the
feedback documents from a user. However, the performance of
a relevance feedback system is highly dependent on the quality
of the original query submitted by the user [54]. In a relevance
feedback system, a list of search results is first returned based on
the initial user query. Then, the top-ranked documents on the list
are selected as the feedback documents: either manually by the
user [12] or automatically by the retrieval model (pseudo-relevance
feedback) [18, 25, 34]. Smucker and Allan [45] study the “find-
similar” feature, provided by some commercial search engines, as a
form of manual feedback and explore user behavior and its possible
effect on retrieval performance. QBMD is motivated by settings
where a query is hard to formulate or not needed – for example
legal, patent, literature or other example-based search settings.

3 PROBLEM DEFINITION
The search queries in most standard ad-hoc information retrieval
datasets are short sentences or keywords which reflect the users’
information needs. However, in a QBMD system, a user expresses
their information need by providing multiple examples (query doc-
uments). A formal problem statement is as follows:

Given a set of example documents related to a query topic,
𝑄 = {𝑄𝐷1, ..., 𝑄𝐷𝑖 , ..., 𝑄𝐷𝑚} where 𝑄𝐷𝑖 refers to 𝑖-th example
document, i.e., query-document, retrieve a ranked list of documents
𝑅 = [𝑑1, ..., 𝑑𝑖 , ..., 𝑑𝑛] that are relevant to the query, where 𝑑𝑖 is the
𝑖-th document in the ranked list and is retrieved from a collection
of documents C.

4 DATASETS
Since the available QBMD benchmark datasets are limited (to the
best of our knowledge only BETTER [39] dataset is available and it
is in cross-language retrieval settingwith corpus in a language other
than English), to train and evaluate our proposed approach and
baselines we build a large-scale weakly-supervised training dataset,
Wiki-QBMD, as well as two evaluation datasets Robust04-QBMD
and Multi-News-QBMD.

Table 1: Statistics of the QBMD datasets. Avg #d+/q denotes
the average number of relevant documents per query.

Wiki-QBMD Robust04-QBMD Multi-News-QBMD

Document count 2.4M 528,155 135,980
Query count 183,837 233 1,036
Query documents 3 {1, 2, 3, 4, 5} {1, 2, 3, 4, 5}
Avg. #d+/q 35.10 70.08 6.69

We construct our datasets on the principle that the query doc-
uments and the retrieval targets in the data collection are both
relevant to the users’ information needs. We build the input exam-
ples for the QBMD task by sampling the documents relevant to
the same query in a keyword-based information retrieval dataset.
Given a keyword query, we randomly sample 𝑁 (defined as the
query length) relevant documents as the query and leave the rest of
the relevant documents as the retrieval targets. The sampled query-
documents are then removed from the collection. The relevance
judgments in our constructed datasets are in 3 strength levels in
terms of annotation: 1) The relevancy in Wiki-QBMD is synthetic.
2) In Multi-News-QBMD only the relevant documents are judged
and non-relevancy is implicit. 3) Robust04-QBMD has explicit hu-
man annotation for both relevant documents and non-relevant
documents. Table 1 shows the statistics of our datasets1.

Weakly Supervised QBMD Dataset. Most standard ad-hoc
retrieval datasets (e.g., Robust04, ClueWeb09) do not have enough
annotated queries to develop an effective deep neural retrieval
model. Large passage ranking datasets such as MS MARCO [36],
do not have multiple relevant documents for each query to sample
from. Therefore, we build a QBMD retrieval dataset to support deep
learning methods using relevant document sampling technique
described above. Following the idea of WikIR [15], we build a large,
weakly-supervised QBMD dataset from Wikipedia, named Wiki-
QBMD. We assume that if an article 𝑎 contains an internal link to
another article 𝑎𝑡 in its first sentence and the anchor text exactly
matches the title of article 𝑎𝑡 , then the content of article 𝑎 is a
query document for which 𝑎𝑡 is relevant. The intuition behind this
assumption is that the first sentence of most Wikipedia articles
is a good descriptive sentence of the article’s content [43]. If a
link is present, it points to a topic that is semantically relevant
to the considered article [19]. Finally, for articles with more than
five content examples, we randomly sample 3 examples as query
documents and use the other ones as relevant documents. Because
the query documents and relevant documents are exchangeable,
we generate 3 query-document pairs for QBMD from the same title.
For model evaluation purposes, we randomly separate 300 articles
to build a synthetic test dataset. Since all the information we use to
build the examples for the title is contained in the first sentence,
and we do not want the models to take word order into account to
use this bias to their advantage, we removed the title and the first
sentence of each article when constructing Wiki-QBMD dataset.

QBMD Evaluation Datasets. To build these datasets, we se-
lect query topics with more than five relevant documents for each
evaluation dataset and sample datasets with the number of query
documents from 1 to 5. Defining the number of query documents
1Our datasets are available at https://github.com/zhiqihuang/Hint/
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as the query length, we sample the datasets such that the query
documents in the dataset with query length 𝑘 is the subset of query
documents in the datasets with query length more than 𝑘 . Because
there are variations in the utility of relevant documents, we repeat
the sampling process five times and build 5 collections to compen-
sate for the possible selection of relevant documents with low-grade
relevancy for a query topic. In Section 6 and 7, we report the mean
and standard deviation among the collections. Further, since the
number of queries is limited in our evaluation dataset we adopt 5-
fold cross validation for fine-tuning and testing for each collection.
For each fold, the training, validation, and test data are 60%, 20%,
and 20% of the query set, respectively.
• Robust04-QBMD.We build Robust04-QBMD based on the stan-
dard ad-hoc retrieval dataset, Robust04, which the corpus consist
of 528K newswire articles. Robust04 has 250 query topics, among
them 233 have more than five relevant documents.

• Multi-News-QBMD.We build Multi-News-QBMD based on the
Multi-News [14] dataset, a large-scale multi-document summa-
rization dataset consisting of human-written summaries of mul-
tiple news articles. The human-written summaries are the target
sequence and the news articles linked in the summary articles
are source sequence in the summarization task. In QBMD, we
create our corpus by collecting all source sequences, each of
which we define as relevant to the summary and serving as a
query-document for a specific topic. To avoid misguiding our re-
trieval approaches and to decrease noise, we delete query topics
where at least one of its source documents appeared as a source
document in other query topics.
QBSD Evaluation dataset. For a comprehensive evaluation,

we further employ a benchmark QBSD dataset, COLIEE 2021. The
dataset is in the legal retrieval domain, and the search task is a QBSD
retrieval task where the query only contains one single example
law case. This collection contains 4415 legal cases with a training
and a test set of 650 and 250 query cases, respectively. And each
query case has 5 relevant documents on average.

5 HINT MODEL
5.1 Neural Retrieval Approach
We employ a two-stage retrieval approach for addressing the QBMD
problem, where first we obtain an initial set of candidate documents
using a lexical matching retrieval technique and then re-rank the
initial set of candidate documents using a neural re-ranker.

For the neural re-ranker, we propose HINT, a bi-encoder retrieval
architecture based on hierarchical attention. Figure 1 depicts the
architecture of HINT, which comprises a query encoder, a docu-
ment encoder, and a scoring function. In general, given a set of
example documents as the query 𝑄 and a candidate document 𝑑 ,
the query encoder converts 𝑄 into a bag of contextualized vectors
𝐸𝑄 , while the document encoder maps 𝑑 into another bag 𝐸𝐷 . The
vectors in 𝐸𝑄 are contextualized based on the content from the
multiple documents. Then HINT computes a relevance score using
the similarity matrix between 𝐸𝑄 and 𝐸𝐷 . Despite the length of the
documents, the scoring function weighs query documents equally
by selecting the top-𝐾 “matched” parts between each query doc-
ument and candidate document. Next, we introduce each model
component in detail.

Figure 1: Overview of HINT architecture.

5.2 Query Encoder
Unlike keyword-based retrieval tasks, where most query words
contribute to the relevance matching process, the information need
is scattered throughout the query documents in QBMD. As a docu-
ment often belongs to various topics, some parts of the query could
be irrelevant to the user’s intent. Therefore, instead of treating
the query documents as a long sequence, we break query docu-
ments into paragraphs and build a hierarchical encoder based on
the Hierarchical Transformer.

Interactions within paragraph.We parse query documents
into a set of paragraphs by moving a sliding window over each
query document with a pre-defined stride size. Each step of this
sliding window is taken to be a paragraph. To mark the boundary of
a document, we prepend a special token <d> to the first paragraph
indicating the beginning of a document (BOD) and append token
</d> to the last paragraph as the end of a document (EOD) for
each query document. Let 𝑞𝑖 be the 𝑖-th query document with 𝐿𝑖
paragraphs, the input to the query encoder is in the format of
<d>𝑝𝑖,1 · · · 𝑝𝑖,L𝑖 </d><d>𝑝 (𝑖+1),1 · · · </d>, where 𝑝𝑖 𝑗 represents the
𝑗-th paragraph in the 𝑖-th query document.

We employ a Transformer-basedmodule to encode tokens within
a paragraph into the hidden vector space. Tokens are first repre-
sented by their corresponding embeddings. In QBMD task, we need
to consider two positional embeddings: the position of the para-
graph (𝑒𝑝𝑜𝑝 ) and the position of the token within the paragraph
(𝑒𝑝𝑜𝑡 ). To distinguish between query documents and candidate doc-
uments, a type embedding (𝑒𝑡𝑦𝑝 ) is also applied to each token. Thus,
a given token’s input representation is the sum of the corresponding
token, position, and type embeddings.

The token input representations are then passed into a multi-
layer Transformer. We use the same network architecture as the
vanilla transformer layer [46]. The multi-head attention mecha-
nism allows each token to attend to other tokens within the same
paragraph through different attention distributions. The output of
this module is contextualized token-level representations for each
paragraph. Let D𝑁 ∈ R𝐿×𝑆×𝑑 denote the output of the paragraph
encoder for a query with 𝑁 documents, then D𝑁 contains a set of
token representations in each paragraph from query documents:

D𝑁 = {P𝑖 𝑗 ∈ R𝑆×𝑑 | 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝐿𝑖 and 𝑖, 𝑗 ∈ Z+}
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Figure 2: The architecture of hierarchical transformer layer.

where 𝑆 is the paragraph length (stride). 𝐿𝑖 is the number of para-
graphs in query document 𝑄𝐷𝑖 and 𝐿 =

∑
𝑖 𝐿𝑖 . Because this step

aims to build the token-level semantic representation, we can take
advantage of a pre-trained Transformer-based semantic search
model. In fact, the token embeddings and Transformer layers are
initialized by all-mpnet-base-v21, a pre-trained model using a billion
sentence pairs. We keep the beginning of sequence (BOS) and end
of sequence (EOS) tokens from this pre-trained model as they now
indicate the beginning and the end of a paragraph.

Since the interaction at this stage is between tokenswithin a para-
graph, the encoder does not have to process all paragraphs in query
documents simultaneously. We can sequentially feed paragraphs
into the encoder with a small batch size, making this encoding
module memory efficient.

Interactions across paragraphs.We use the hierarchical trans-
former (HT) layers [29] to model the interactions across paragraphs.
The complete architecture of an HT layer is shown in Figure 2.
We first obtain a group of fixed length representations for each
paragraph by applying a multi-head pooling layer to each P𝑖 𝑗 in
D𝑁 . Suppose 𝑇𝑖 𝑗𝑘 ∈ R𝑑 is the 𝑘-th token representation in 𝑝𝑖 𝑗 ,
let𝑊𝑎 ∈ Rℎ×𝑑 be a trainable weight vector,𝑊𝑎𝑇𝑖 𝑗𝑘 projects token
representation into ℎ different scores. We consider ℎ as the number
of heads. Then for the 𝑧-th head, we calculate a probability weight
distribution over all tokens within the paragraph by applying the
softmax layer to the corresponding score vector.

𝐴𝑧
𝑖 𝑗𝑘

=
exp(𝑊 𝑧

𝑎𝑇𝑖 𝑗𝑘 )∑𝑆
𝑘=1 exp(𝑊

𝑧
𝑎𝑇𝑖 𝑗𝑘 )

(1)

where𝑊 𝑧
𝑎 is the 𝑧-th row of𝑊𝑎 . For each head, we also introduce

a value vector𝑊 𝑧
𝑏
∈ R𝑑ℎ𝑒𝑎𝑑×𝑑 which projects 𝑇𝑖 𝑗𝑘 into a subspace

with dimension of 𝑑ℎ𝑒𝑎𝑑 = 𝑑/ℎ.

𝐵𝑧
𝑖 𝑗𝑘

=𝑊 𝑧
𝑏
𝑇𝑖 𝑗𝑘 (2)

We compute a new pooled representation for each head using
weighted summation followed by another linear transformation

1https://huggingface.co/sentence-transformers/all-mpnet-base-v2/

𝑊 𝑧
𝑝 ∈ R𝑑ℎ𝑒𝑎𝑑×𝑑ℎ𝑒𝑎𝑑 and layer normalization, denoted as LN(·).

𝐻𝑧𝑖 𝑗 = LN(𝑊 𝑧
𝑝

𝑆∑︁
𝑘=1

𝐴𝑧
𝑖 𝑗𝑘
𝐵𝑧
𝑖 𝑗𝑘

) (3)

This multi-head pooling approach allows the model to extract differ-
ent kinds of information over different regions of representation hy-
perspace. Now for each paragraph, the layer outputs ℎ fixed-length
vectors representing the semantics within a paragraph. Next, we
apply the multi-head attention mechanism to learn the interaction
across the paragraphs.

𝑄𝑧𝑖 𝑗 =𝑊
𝑧
𝑞 𝐻

𝑧
𝑖 𝑗 ; 𝐾𝑧𝑖 𝑗 =𝑊

𝑧
𝑘
𝐻𝑧𝑖 𝑗 ; 𝑉 𝑧𝑖 𝑗 =𝑊

𝑧
𝑣 𝐻

𝑧
𝑖 𝑗

𝐶𝑧𝑖 𝑗 = softmax(
𝑄𝑧
𝑖 𝑗
𝐾𝑧
𝑖 𝑗
T√︁

𝑑ℎ𝑒𝑎𝑑

)𝑉 𝑧𝑖 𝑗

𝐶𝑧
𝑖 𝑗
is the the context vector generated by dot-product self-attention

over all paragraphs on head 𝑧. And the output of the multi-head
attention,𝐶𝑖 𝑗 , is a linear transformation of the concatenated context
vectors from all heads.

𝐶𝑖 𝑗 =𝑊𝑜
[
𝐶1
𝑖 𝑗 ,𝐶

2
𝑖 𝑗 , · · · ,𝐶

ℎ
𝑖 𝑗

]
where𝑊 𝑧

𝑞 ,𝑊
𝑧
𝑘
,𝑊 𝑧

𝑣 ∈ R𝑑ℎ𝑒𝑎𝑑×𝑑ℎ𝑒𝑎𝑑 and𝑊𝑜 ∈ R𝑑×𝑑 are trainable
vectors. Since this attention is paid to all paragraphs, 𝐶𝑖 𝑗 contains
information from multiple query-documents. The output of a HT
layer is a combination of the token-level and paragraph-level repre-
sentations with the residual connection. Suppose 𝑇 ′

𝑖 𝑗𝑘
is the output

of HT layer with respect to 𝑇𝑖 𝑗𝑘 ,

𝑇 ′
𝑖 𝑗𝑘

= LN(𝑇𝑖 𝑗𝑘 + FFN(𝑇𝑖 𝑗𝑘 +𝐶𝑖 𝑗 ))

where FFN(·) is the the position-wise feed-forward networks with
rectified activation function: FFN(𝑥) = max(0, 𝑥𝑊1 + 𝑏1)𝑊2 + 𝑏2.
This way, each token can collect information across queries and in
a hierarchical and efficient manner.

Query document representation. Because in QBMD, there
could be several parts of the query document that are relevant to
the query intent, instead of generating one single representation
vector for each query document, we choose to represent the query
documents by a bag of vectors. The output layer of the query en-
coder consists another multi-head pooling layer (MHP) and a fully
connected ranking head. Suppose 𝑇 ′

𝑖 𝑗𝑘
is the output from the HT

layer and there are ℎ heads in MHP:
MHP(𝑇 ′

𝑖 𝑗𝑘
) = {𝐸𝑧𝑖 𝑗 | 1 ≤ 𝑧 ≤ ℎ}

𝐸𝑖 𝑗 =𝑊𝑟
[
𝐸1𝑖 𝑗 , 𝐸

2
𝑖 𝑗 , · · · , 𝐸

ℎ
𝑖 𝑗

]
𝐸𝑧
𝑖 𝑗
is the result of multi-head pooling on 𝑧-th head, see equations (1)

to (3). We finally fuse information from all heads by concatenating
all pooling results and applying the ranking head:

𝐸𝑖 𝑗 =𝑊𝑟
[
𝐸1𝑖 𝑗 , 𝐸

2
𝑖 𝑗 , · · · , 𝐸

ℎ
𝑖 𝑗

]
where𝑊𝑟 ∈ R𝑑×𝑑 is the ranking head. The outputs of the query
encoder, 𝐸𝑞 , is then a set of contextualized paragraph-level repre-
sentations: 𝐸𝑄 = {𝐸𝑖 𝑗 | 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝐿𝑖 }.

In QBMD, the order of the query-documents should not affect
the relevance judgement. Note that the query encoder of HINT is
permutation equivariant at document level (indicated by 𝑖). Suppose
𝜋 is a permutation of the query documents, then 𝐸𝜋𝑞 = 𝜋𝐸𝑞 .

 https://huggingface.co/sentence-transformers/all-mpnet-base-v2/
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5.3 Document Encoder and Scoring Function
As a bi-encoder architecture, the document encoder in HINT has
a similar architecture as the query encoder. We first segment a
candidate document 𝑑 into 𝐿𝑑 consecutive paragraphs, to which we
prepend BOD token (<d>) to the first paragraph and append EOD
token (</d>) to the last paragraph. Unlike queries, the document
token type embedding (𝑒𝑑𝑡𝑦𝑝 ) is added to each token in the paragraph
encoder. We build the query encoder and document encoder as a
Siamese neural network where parameter weights are shared across
two encoders. After passing 𝐿𝑑 paragraphs through the document
encoder, we obtain a bag of contextualized representations 𝐸𝐷 for
the candidate document: 𝐸𝐷 = {𝐸𝑙 | 1 ≤ 𝑙 ≤ 𝐿𝑑 }.

Inspired by the late-interaction scoring function [21, 22], we
propose a stratified late-interaction that considers each query
document equally and following the ColBERT [22] model we em-
ploy maximum cosine similarity (MaxSim) in our scoring function.
First, we find the MaxSim of each vector in 𝐸𝑞 with vectors in 𝐸𝐷 .
Intuitively, this MaxSim operation softly searches each query para-
graph against all the paragraphs in the candidate document for the
best matching in terms of the maximum similarity:

𝑀𝑖 𝑗 =
{ 𝐿𝑑max
𝑙=1

(𝐸𝑖 𝑗 · 𝐸𝑙 ) | 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝐿𝑖
}

We first sum only the top-𝐾 highest similarity by MaxSim for each
query document as a single document matching score and then
combine the matching score from multiple query documents via
summation. In this way, despite the length of the document, only 𝐾
most significant paragraphs can contribute to the relevance score
between 𝑞 and 𝑑 .

𝐹 (𝑞, 𝑑) :=
𝑁∑︁
𝑖=1

𝐾∑︁
𝑗=1

top𝐾 {𝑀𝑖 𝑗 : 1 ≤ 𝑗 ≤ 𝐿𝑖 } (4)

Because the query encoder is permutation equivariant, under a
permutation of indices of the query documents, the relevant score
of (𝑞, 𝑑) remains the same, that is 𝐹 (𝑞, 𝑑) = 𝐹 (𝜋𝑞,𝑑). Therefore,
HINT is permutation invariant.

6 FIRST-STAGE RETRIEVAL
We investigate and benchmark different strategies to form the query
for our initial ranking stage.

Keyphrase. We concatenate query documents into one long
sequence and extract key phrases as the query. We select 1-gram
to 3-grams as the candidate phrases and rank based on their TF-
IDF scores calculated using an unsupervised keyphrase extraction
model with multipartite graphs [8, 9] and select the top 100 key
phrases with their corresponding weight. We use Galago’s query
language model2 and its implementation of the query likelihood
model with the default parameter to retrieve the documents.

SummPip.We exploit a multi-document summarization method
to generate a summary from query documents and use it as the
query. Since the explicit query (the ground truth summary) is
not available, the fine-tuning of a deep supervised summarization
model in the QBMD domain is not possible. Therefore, we select
SummPip [53], an unsupervised extractive multi-document summa-
rization method based on sentence graphs and spectral clustering,
2https://www.lemurproject.org/galago.php/

to summarize the query documents. Then we use the summariza-
tion as the textual query input for Galago’s query likelihood model
with default parameters.

docT5query.We leverage doc2query [38], which generate ques-
tions for a given passage, to identify the latent information need
(i.e., query) of the query-documents. Since the input of doc2query is
passage length we break down our query documents into passages
and using doc2query we generate questions for each passage. We
select the top 10 questions generated for each passage and con-
catenate them to each other and build a mid-point representation
for the query-documents. Then, similar to the Keyphrase approach
we extract the key phrases from the mid-point representation and
rank them based on their TF-IDF scores. Finally, we select the top
100 keyphrases and their corresponding weights and use Galago’s
query likelihood implementation with its default parameters to
retrieve documents.

Table 2 shows the results of our first-stage retrieval methods with
a focus on Recall as our primary evaluation metric. We can see that
the Keyphrase approach outperform SummPip and docT5query
across all measure for all datasets. In particular, the Keyphrase
recall is 19%, 0.8% and 4.5% above the docT5query, the second
best-performing approach, for Wiki-QBMD, Robust04-QBMD and
Multi-News-QBMD respectively. Therefore, we select Keyphrase as
our approach for first-stage retrieval and obtaining the initial set
of candidate documents.

7 EXPERIMENTS
7.1 Baselines
We compare HINT with the following methods:
• Keyphrase: This is the method we use for the first stage of
retrieval which is explained in Section 6 in details. The com-
pared neural models (including HINT) are re-ranking the top 100
retrieved documents by the Keyphrase method.

• Rocchio: Since the user already provides several relevant doc-
uments as the query, we design an unsupervised re-ranking
method based on the Rocchio feedback approach.We first convert
all documents into TF-IDF vectors. Then, we consider the query
documents as the positive feedback and compute the average
of their document vectors. For the negative feedback, we use
the average of the bottom 5 documents from the initial rank list.
After a grid-search on training data, we set 𝛽 = 0.75, 𝛾 = −0.30
for positive and negative vectors respectively for Wiki-QBMD;
𝛽 = 1.0, 𝛾 = −0.25 for Robust04-QBMD and 𝛽 = 0.8, 𝛾 = −0.25
for Multi-News-QBMD. Finally, we use the weighted sum of the
feedback vectors to re-rank the documents.

• CD-Longformer: Abolghasemi et al. [2] adopts a BERT-based
cross-encoder architecture for re-ranking documents in the QBD
task. However, since the input length of concatenation of multiple
documents in QBMD is generally longer than the input sequence
length of conventional transformer models such as BERT, we
employ Longformer [7], a long-sequence transformer model. We
take advantage of a model introduced by Caciularu et al. [10],
which is pre-trained on a Multi-Document Summarization cor-
pus [14] with the goal of capturing cross-text relationships, partic-
ularly aligning or linking matching information elements across

 https://www.lemurproject.org/galago.php/
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Table 2: Query extraction methods for the first stage retrieval. For each column, the highest value is marked with bold text. At
this stage, we select R@100 as the primary evaluation metric. Subscripts refer to the standard deviation of 5 corpuses.

Method
Wiki-QBMD Robust04-QBMD Multi-News-QBMD

MAP MRR R@100 MAP MRR R@100 MAP MRR R@100

Keyphrase 0.1803(0.0056) 0.3970(0.0095) 0.4812(0.0090) 0.1358(0.0060) 0.5377(0.0202) 0.3127(0.0101) 0.4080(0.0032) 0.6089(0.0085) 0.7738(0.0035)
SummPip 0.1367(0.0066) 0.3298(0.0094) 0.3688(0.0116) 0.1002(0.0064) 0.4464(0.0210) 0.2405(0.0088) 0.3917(0.0060) 0.5987(0.0120) 0.7538(0.0073)
docT5query 0.1502(0.0043) 0.3516(0.0049) 0.4110(0.0068) 0.1353(0.0056) 0.5191(0.0175) 0.3088(0.0076) 0.3674(0.0030) 0.5590(0.0093) 0.7424(0.0028)

documents. We refer to it as Cross-Document Longformer (CD-
Longformer) in our table of results. Following Caciularu et al.
[10], we tagged sentences of each document with begin (<s>)
and end of sentence(</s>) tokens as well as labeling begin and
end of documents with the special tokens of begin (<doc-s>) and
end of document (</doc-s>). Further, we differentiate the query-
documents input and the candidate document by special tokens
of <query> and <cand>. Exceeding the transformers input size is
inevitable, therefore for query-documents we set a limit of 2600
tokens and truncate the longest document in case of passing it.
Further, since the candidate document is only one document, we
set the maximum token length to 1400 tokens.

• KW-BERT: We design another cross-encoder re-ranking archi-
tecture by leveraging the extracted bag-of-phrases in the first
stage retrieval as the queries which converts QBMD into a key-
word based retrieval problem. Following Nogueira and Cho [37],
we use BERT as the re-ranker and feed the query phrases as
the first sequence and the candidate document as the second
sequence. The query sequence is truncated at 64 tokens and the
complete input sequence is truncated at the maximum length
of 512 tokens. We use the [CLS] token vector as input to a
fully connected layer to obtain the relevance score. The BERT
parameters are also initialized from a cross-encoder retrieval
model, ms-marco-MiniLM-L-12-v23, which is pre-trained on the
MS MARCO [36] passage retrieval dataset. Note that this is not a
QBMD approach because it explcitly has the latent query. It thus
serves as an a upper bound of sort.

• EQ-BERT: We can utilize the explicit query as a reference to eval-
uate the performance of models in QBMD setting. For queries in
Wiki-QBMD, the title and first sentence of the Wikipedia article
can be treated as the explicit query. In Robust04-QBMD, the ex-
plicit query is the corresponding description field of the topic in
Robust04. And for Multi-News-QBMD, we use the ground truth
summary as the explicit query. Replacing key phrase query in
KW-BERT by the explicit query, we create another cross-encoder
model which serves as an upper bound for other methods.

7.2 Implementation Details
Model configuration. We parse the input sequence into para-
graphs with the fixed length of 128 tokens and the stride between
paragraph is 50 tokens. If there are fewer than 128 tokens, padding
tokens ([PAD]) are added to the last paragraph. We employ 3 HT
layers to model the interactions between paragraphs. We choose 12
as the number of heads for all multi-head mechanism in HINT. We
select𝐾 = 5most significant paragraphs from each query document
3https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-12-v2/

for the scoring function in equation (4). We use the positive docu-
ments and randomly sample negative documents from the ranked
list of the first stage retrieval to form training triplets. We follow
the same training schema for all neural re-ranking models except
CD-Longformer: First, we train on the Wiki-QBMD dataset for 10
epochs with a batch size of 256. For the CD-Longformer model, the
decrease in loss trajectory is slower compared to other models, so
we train it on Wiki-QBMD with a batch size of 24 for 22 epochs.
Then the models are fine-tuned on Robust04-QBMD, Multi-News-
QBMD, and COLIEE 2021 datasets. All models are trained using
AdamW optimization algorithm [30] with a learning rate of 2e-5 for
CD-Longformer and 5e-6 for all the other models.

Evaluation. For evaluating retrieval effectiveness at the re-
ranking stage, we report mean average precision (MAP) and mean
reciprocal rank (MRR) of the top 100 ranked documents and preci-
sion of the top 10 retrieved documents (P@10). For QBSD, we adopt
the official metric used in the COLIEE competition [41], to report
precision, recall, and F-score at the cut-off of 5, as well as ndcg@10
for comparison with Althammer et al.’s proposed model [3]. We
determine statistical significance using the two-tailed paired t-test
with a p-value less than 0.05 (i.e., 95% confidence level).

7.3 Results
Main Results. Table 3 lists the evaluation results of queries that
have 3 relevant documents on three QBMD datasets. As a neu-
ral re-ranker, HINT significantly improves upon Keyphrase and
Rocchio. Moreover, regarding MAP and MRR, we observed substan-
tial improvements from HINT compared with CD-Longformer and
KW-BERT across all datasets. However, we can see that EQ-BERT
performs better than HINT by a large margin. This performance gap
shows that the model using the explicit query still has the advan-
tage of precise information needs. In contrast, because KW-BERT
and EQ-BERT have the same model architecture, the sub-optimal
results of the KW-BERT are mainly due to the low quality of the
key phrase extracted as the query. The CD-Longformer encodes the
concatenation of all query documents and the candidate document.
With the increase of the query documents, it still faces the limitation
of the number of maximum tokens. Further, we observe that the CD-
Longformer fine-tuned model on Wiki-QBMD is not performing
well on the other two datasets. We hypothesize the model might
overfit on the Wikipedia articles and fine-tuning on the limited
number of queries does not help. In general, Robust04-QBMD has
a larger standard deviation than the other two datasets indicating
it has more variations in the utility of relevant documents

Ablation Studies. To evaluate the design purpose of HINT, we
consider the following model variations.

 https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-12-v2/
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Table 3: Model performance on QBMD datasets. Note that the EQ-BERT is reported as an upper bound reference. For each
column (except EQ-BERT), the highest value is marked with bold text. Subscripts refer to the standard deviation of 5 corpuses.
For HINT, statistically significant improvements are marked by ▲ (over KW-BERT), ♦ (over Longformer) and ★ (over Rocchio).

Model
Wiki-QBMD Robust04-QBMD4 Multi-News-QBMD

MAP MRR P@10 MAP MRR P@10 MAP MRR P@10

Keyphrase 0.1803(0.0056) 0.3970(0.0095) 0.1635(0.0043) 0.1358(0.0060) 0.5377(0.0202) 0.2957(0.0089) 0.4080(0.0032) 0.6089(0.0085) 0.1871(0.0005)

EQ-BERT 0.2868 0.6451 0.2355 0.1687 0.6591 0.3901 0.5077 0.7609 0.2214

Rocchio 0.1898(0.0077) 0.4346(0.0115) 0.1717(0.0030) 0.1315(0.0062) 0.5670(0.0163) 0.3026(0.0137) 0.4210(0.0051) 0.6422(0.0075) 0.1928(0.0015)
CD-Longformer 0.2234(0.0059) 0.4715(0.0148) 0.2019(0.0054) 0.0963(0.0031) 0.3994(0.0125) 0.2231(0.0044) 0.3143(0.0044) 0.4882(0.0031) 0.1629(0.0017)
KW-BERT 0.2229(0.0070) 0.4837(0.0165) 0.2000(0.0067) 0.1228(0.0052) 0.5010(0.0148) 0.2715(0.0139) 0.4541(0.0030) 0.6449(0.0054) 0.2102(0.0023)
HINT 0.2580★♦▲(0.0099) 0.5303★♦▲(0.0156) 0.2258★♦▲(0.0056) 0.1522★♦▲(0.0077) 0.6048★♦▲(0.0200) 0.3330★♦▲(0.0119) 0.4775★♦▲(0.0019) 0.6700★♦▲(0.0026) 0.2164★♦(0.0009)

Table 4: Ablation study of our model components. For each column, the highest value is marked with bold text. We report the
performance drop on MAP (in percentage) of each ablation from the complete HINT architecture.

Model
Wiki-QBMD Robust04-QBMD Multi-News-QBMD

MAP MRR P@10 MAP MRR P@10 MAP MRR P@10

HINT 0.2580 0.5303 0.2258 0.1522 0.6048 0.3330 0.4775 0.6700 0.2164

HINT-Flat 0.2247(−12.9%) 0.4849 0.1990 0.1367(−10.2%) 0.5716 0.3020 0.4593(−3.8%) 0.6668 0.2064
HINT-One 0.2423(−6.0%) 0.5050 0.2140 0.1446(−5.0%) 0.5926 0.3215 0.4665(−2.3%) 0.6713 0.2108
HINT-Separate 0.2420(−6.2%) 0.5024 0.2155 0.1444(−5.1%) 0.5894 0.3272 0.4647(−2.6%) 0.6641 0.2080

• HINT-FLAT: To evaluate the effect of the hierarchical architec-
ture of HINT, we remove the HT and MHP layers so that para-
graphs are encoded independently by the paragraph encoder,
and tokens can only attend to each other within the same para-
graph. We apply the mean pooling to the output of the paragraph
encoder to generate a representation per paragraph.

• HINT-One: Next, we add hierarchical layers back to the model.
However, we consider multiple documents as one document by
removing the BOD and EOD tokens that indicate the boundaries.
The model still parses the long sequence into paragraphs, but the
positional embedding now only reflects the order of the current
paragraph in the whole input sequence. This variant explores
the effect of multiple documents as the input. Note that under
this setting, the model is no longer permutation invariant.

• HINT-Separate: Finally, we explore the effect of the interac-
tions between query documents. In this variation, we pair the
candidate document with each query document. Thus, the mode
only scores between one query document and the candidate doc-
ument at a time. The final relevant score is the sum of all pairs.
Like ColBERT [22], the interaction between query documents is
delayed to the scoring function.

The results in Table 4 suggest that removing any of these design
features causes a drop in the model performance. The most signifi-
cant drop in HINT-Flat shows that the most critical component is
the hierarchical layers that allows interaction between paragraphs.

7.4 Number of Query Documents
Intuitively, in QBMD, more query documents should lead to a richer
context of the query topic [48, 52]. While HINT is at first trained

Figure 3: Effect of different numbers of documents in query.

on Wiki-QBMD dataset with 3 query documents, it does not as-
sume the number of query documents, and it can easily adapt to
a different number of query documents in the fine-tuning stage.
Figure 3 shows the effect of different number of query documents
in QBMD for our two evaluation datasets that have 1 to 5 query
documents. We observe that regardless of the number of query
documents, HINT consistently improves first-stage retrieval and
outperforms both KW-BERT and Rocchio significantly. Surpris-
ingly, on Robust04-QBMD, its MAP matches EQ-BERT given 4 and
5 query documents, while as a re-ranking model, KW-BERT fails
to outperform the first stage retrieval method, Keyphrase. As ex-
pected, the retrieval performance first increases with more query
documents provided then plateaus. Such trends suggest that the
content related to the information needs in query documents can be
saturated. After the turning point, increasing the number of query
documents provides more noise than the query-relevant context,
causing the performance to drop.
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Table 5: Model performance on COLIEE 2021 test set. We se-
lect the first-stage method based on R@100 for all rerankers.
The highest value is marked with bold text.

Method
COLIEE 2021

R@100 nDCG@10 P@5 R@5 F1

First Stage
Retrieval

BM25𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑 [6] 0.6651 0.2753 0.1528 0.2756 0.1966
Keyphrase 0.6123 0.2614 0.1512 0.2509 0.1887
SummPip 0.5627 0.2135 0.1352 0.2397 0.1728
docT5query 0.5127 0.2083 0.1160 0.2084 0.1490

Reranker

Rocchio - 0.2512 0.1404 0.2587 0.1817
TLIR [32] - NR 0.1533 0.2556 0.1917
KW-BERT - 0.3189 0.1720 0.3252 0.2250
MTFT-BERT [2] - 0.3137 0.1744 0.2999 0.2205
HINT - 0.3410 0.1800 0.3329 0.2334

DPR PARM VRRF [3] 0.6396 0.1280 NR NR NR

Table 6: Performance comparison between query terms ex-
tracted by Keyphrase method and re-ranked by HINT weight
matrix on Robust04-QBMD using 3 query documents.

Query Likelihood MAP MRR P@10 R@100

+ Keyphrase 0.1358 0.5377 0.2957 0.3127
+ Keyphrase re-ranked by HINT 0.1445 0.5598 0.3180 0.3318

7.5 Query by Single Document
To explore the generalizability of our approach to QBSD, we use
COLIEE 2021 [41] a QBSD benchmark dataset in in the legal re-
trieval domain, where both the query and documents are law cases.
We first fine-tune the model checkpoints trained on Wiki-QBMD
on the COLIEE training set and then evaluate them on the test set.
Table 5 shows the results of first-stage retrieval, re-rankers, and the
Dense Passage Retrieval (DPR)-based [3] models for COLIEE 2021.
We use numbers reported in prior studies and mark any missing
measures as "Not Reported (NR)" since they were not present in
the original study. BM25𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑 [6] use a term extraction method
tuned for legal case collection to achieve the best recall during first-
stage retrieval. Thus, we adopt it as the initial retrieval method for
reranking. Both TLIR [32] and MTFT-BERT [2] use a cross-encoder
architecture for re-ranking. It can be seen that HINT achieves the
best performance among all compared methods. Moreover, limited
by the model’s maximum input sequence length, cross-encoder
based methods, like TLIR and MTFT-BERT, are hard to generalize
from QBSD to QBMD.

7.6 Token Weights Analysis
To understand the query encoding process, we analyze the token
weight matrix in the MHP layer. Taking the weight matrices from
the final MHP layer (equation 1), we first obtain a single weight
per token by averaging multiple heads. Then for a word split by
BPE tokenization, we select the most significant weight among
all subwords to represent the original one. Thus, a score based on
pooling weights is assigned to each word. This score approximately
reflects the impact of words on the query representations learned

Table 7: Case study of top query phrases extracted by
Keyphrase and re-ranked by HINT weight matrix.

Example
(Robust04 Query Description)

Top-3
by Keyphrase

Top-3 re-ranked
by HINT

Change of
P@10

What role does
blood-alcohol level play in

automobile accident fatalities?

pleads guilty,
guilty,

sentenced

alcohol,
accident,

state
+0.2567

What is the status of the
Three Gorges Project?

resettlement,
Beijing,

three gorges

development,
China,

three gorges
−0.1259

by HINT. We re-rank the query phrases extracted by the Keyphrase
method according to the averageword scorewithin each phrase, run
the query likelihood model using re-ranked phrases, and compare
the results in Table 6. Although HINT is a neural model primarily
designed for semantic matching, using the weights learned from
the model to re-rank query phrases can improve performance on a
lexical-based retrieval model, indicating it focuses on words close
to the information needs. Table 7 shows one success and one failure
case of phrases re-ranked by HINT. Compared with top phrases
extracted based on the TF-IDF score, HINT tend to find terms that
are more related to the explicit query.

8 CONCLUSION
In this work, we investigate the problem of Query-by-Multiple-
Document (QBMD), where the users’ information need is stated by
multiple relevant documents. We present HINT, a neural bi-encoder
retrieval architecture based on hierarchical attention for the task
of QBMD. HINT is capable of capturing the interaction at different
levels of semantics. We construct three QBMD datasets that support
both the training and evaluation of deep neural retrieval models.
For either query-by-single or multiple documents, our compre-
hensive experimental results demonstrate that HINT significantly
outperforms other baselines, including the neural baselines with
cross-encoder architecture, showing the importance of combining
within and across query documents interaction.
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