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ABSTRACT

While deep neural models for named entity recognition (NER) have shown impressive results, these models often require additional human annotation that is expensive and time-consuming to generate, especially for new or low-resource domains. Some success has been shown replacing conventional human annotation with distant supervision or other meta-level information (e.g. explanations). However, the costs of generating this additional information can still be prohibitive, especially in domains where existing resources (e.g. databases to be used for distant supervision) may not exist. In this paper, we present a novel two-stage framework (AutoTriggER) to improve NER performance by automatically generating and leveraging "entity triggers" for named entity recognition. These triggers—essentially human-readable "clues" in the text that can help guide the model to better decisions—are first identified automatically using a sampling and occlusion algorithm. Next, we propose a trigger interpolation network to leverage these triggers in a transformer-based NER model. By combining these stages, AutoTriggER is able to both create and leverage auxiliary supervision by itself. Through experiments on three well-studied NER datasets, we show that our automatically extracted triggers are well-matched to human triggers, and AutoTriggER improves performance over a standard RoBERTa-CRF architecture by nearly 0.5 F1 points on average and much more in a low resource setting.1

1 Code and data have been uploaded and will be published: https://anonymous.4open.science/r/3b8c759e-fc86-4cc7-b9e8-b6dc252549a1/

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/authors(s).

KDD ’21, August 23–27, 2020, Virtual Event, CA, USA © 2020 Copyright held by the owner/authors(s).
https://doi.org/10.1145/3394486.3403153

1 INTRODUCTION

Named Entity Recognition (NER) serves as a key building block in information extraction systems and thus also a necessary step for building knowledge bases such as DBPedia [2] for general topics or COVID19-KG [8] for a vertical domain. Recent advances in deep neural models for NER have yielded state-of-the-art performance when sufficient human annotations are available [19, 25, 28, 36]. However, although strong results have been obtained by these neural NER systems on academic NER benchmarks, such success cannot easily transfer to practitioners developing NER systems in specific domains (e.g., biomedical papers, financial reports, legal documents), where domain-expert annotations are expensive and slow to obtain. Recent attempts addressing label scarcity have explored various types of human-curated resources as auxiliary supervision, such as entity dictionaries [26, 34, 42, 47], labeling rules [15, 40], and labeling explanations [12, 20, 24, 45, 48].

In particular, prior works in label-efficient learning for classification tasks (e.g., relation extraction) [12, 45, 51] and question answering [48] with explanations or human-written rule-like explanation, show that asking humans to provide explanations as auxiliary model supervision is more cost-effective than simply collecting more label-only annotations. As for the task of NER, the concept of an entity trigger [24] is an effective way to represent explanations for the labeling decisions. An entity trigger is defined as a group of words in a sentence that helps to explain why humans...

Figure 1: Existing explanation-based learning frameworks mostly rely on humans provided labeling explanations. Unlike existing works, our framework automatically generates and leverages explanations to NER.
would recognize an entity in the sentence and they serve as an effective proxy of rationales, as shown in Figure 1 (a) vs. (b). For instance, a human could infer that “Sunnongdan” is likely to be a restaurant entity in the sentence “Danny had a dinner at Sunnongdan last week, where the food is delicious.” —- despite never having seen the word Sunnongdan before. This is possible because the cue phrases “had … dinner at” and “where the food” both suggest there should be a restaurant entity between them. We call such phrases for explaining the labeling rationale as entity triggers (or just triggers for simplicity).

Prior works on using labeling rules or explanations for improving data (label) efficiency of model training primarily use a limited number of crowd-sourced triggers. While such human-curated auxiliary supervision are of high quality, the crowd-sourcing procedure can be very expensive and time-consuming, as annotators are asked to provide both entity labels and their associated explanations or rules in specifically designed annotation frameworks. This largely limits the scale and domains of the collected entity triggers. In addition, trigger-aware NER models (e.g., Trigger Matching Networks [24]) are built on conventional sequence tagging architectures, e.g., BLSTM-CRFs [19]. Few works connect entity triggers with contextualized embeddings from pre-trained language models (PLM) such as BERT [7], which can be highly beneficial for low-resource languages. In this paper, we propose a novel two-stage NER framework, named AutoTrigger, that automatically generates and exploits entity triggers as explainable inductive bias to enhance NER models with little human effort (see Figure 1 (c)).

The first stage of our framework (Sec. 3.2) aims to automatically extract entity triggers using saliency map techniques based on input perturbations. Most saliency map techniques primarily focus on modeling the relative importance of each input token based on its 1) attention intensity [22], 2) gradients [38] or 3) the changes of the output by excluding it from the input [18]. These methods can indeed produce useful explanations for some sentence classification tasks such as sentiment analysis, however, they are not well-aligned to our desired entity triggers — a group of input tokens that often poses structural constraints to a target entity. We propose to exploit the syntactic features of sentences for properly assigning importance scores to a group of input tokens such that we can extract useful entity triggers as auxiliary supervision.

Specifically, for a given sentence and a target entity in it, we first extract phrases from its constituency parsing tree [17] to form a collection of trigger candidates. Then, we score each trigger candidate by testing its ability to predict the target entity in a variety of sampled contexts. The rationale here is the intuition that a better trigger should be robust and help recognize the target entity in many different context. Here, we compare the system’s ability to identify the target entity in versions of the sentence with and without the candidate trigger; if a trigger is indeed a meaningful clue, then removing it should cause a noticeable drop in score. This general sampling-and-occlusion method is thus able to successfully identify high-quality triggers in a broad variety of domains. For example, with our method, “my preferred candidate” and “the next mayor” are indicated as cue phrases (i.e., entity triggers) that determine “Cary Moon” as the person entity in the sentence “My preferred candidate is Cary Moon, but she won’t be the next mayor of Seattle” (see Figure 4). Such generated entity triggers not only make trigger-aware models (and their downstream information extraction applications) more trustworthy, but also provide a human-readable, faithful explanation for further debugging in a human-in-the-loop way.

The second stage (Sec. 3.3) focuses on how to use our triggers as structured priors for better performance and generalization ability of NER, especially in a low-resource setting which is very common in novel domains for NER. We propose Trigger Interpolation Network (TIN), a novel architecture that effectively uses trigger-labeled NER data to train a model. Since triggers are the most important non-entity words in an input sentence, we want to strengthen such prior knowledge in a neural network model, instead of solely memorizing the entity words themselves. However, in many training instances, the entity words themselves are sufficient to learn an entity type, diluting the model’s need to understand the surrounding context (including any triggers). To force the model to learn both words typically involved in entities as well as these “most important” trigger phrases, we employ two separate masking processes when learning our model’s embeddings, one masking the entity words (forcing the model to rely more on the triggers) and one masking the triggers (forcing the model to rely more on the entity words). We then interpolate the embeddings of both entity-masked and trigger-masked sentences as the input to learn a mixed sentence representation as the input to standard sequence labeling. In this manner, the TIN can effectively learn to exploit the triggers to infer entity boundaries and types with the powerful contextualized embeddings from pre-trained language models such as BERT.

Extensive experimental results on several domains show that the proposed AutoTrigger framework consistently outperforms baseline methods by 0.5 F1 points on average in fully supervised setting. Our work shows the powerful performance especially in low-resource setting for technical domains where domain-expert annotations are very limited due to the high cost. In the extreme low-resource setting, assuming a task that needs to be annotated from scratch, our model gains more than 3-4 F1 score on average.

2 BACKGROUND AND FORMULATION

We consider the problem of automatically extracting cue phrases as entity triggers [24] and using them to improve NER models. In this section, we introduce basic concepts about named entity recognition, entity triggers and trigger-labeled datasets. We then formally introduce our goal in this paper — creating trigger-labeled NER datasets without human annotation and then developing a learning framework that uses them to improve NER models.

Named Entity Recognition. We let \( x = [x^{(1)}, x^{(2)}, \ldots, x^{(n)}] \) denote the sentence consisting of a sequence of \( n \) words and \( y = [y^{(1)}, y^{(2)}, \ldots, y^{(n)}] \) denote the NER-tag sequence. The task of named entity recognition (NER) is to predict the entity tag \( y^{(i)} \in \mathcal{Y} \) for each word \( x^{(i)} \). For every pre-defined set of tags such as \{B-PER, I-PER, B-LOC, I-LOC, ..., O\}, representing the Beginning, Inside of entity spans of PER/LOC type and Outside of any entity, respectively. We let \( D \) denote the labeled dataset consisting of the set of instances \( \{(x_i, y_i)\} \), where \( x_i \) is the \( i \)-th input sentence and \( y_i \) is the corresponding output tag sequence.

Entity Trigger. Lin et al. (2020) introduce the concept of “entity trigger,” a novel form of explanatory annotation for NER, which is
Danny had a fantastic dinner at Sunnongdan last week, where the food is delicious.

Figure 2: Entity trigger $t_1$ is a cue phrase toward the entity $e$ in the sentence, which is represented by a set of corresponding word indices. Both entity triggers $(t_1, t_2)$ are associated to the same entity $e$ (“Sunnongdan”) typed as restaurant.

Figure 3: Overview of the proposed AutoTriggER. It trains an entity-token classifier $M_t$ with entity-labeled corpus $D_L$ and uses the sampling-and-occlusion (SOC) algorithm to extract triggers. In this process, the user can also polish triggers with simple annotations. Trigger interpolation network finally learns from the trigger-labeled corpus.

3 APPROACH

This section introduces the concepts in AutoTriggER, and provides details of the framework design. We first present an overview of the AutoTriggER framework (Sec. 3.1) and introduce the details of each component (Sec. 3.2-3.3).

3.1 Framework Overview

We solve the problem using a two-stage architecture called AutoTriggER framework, which consists of automatic trigger extraction and a trigger interpolation network (TIN). In the first stage, the AutoTriggER automatically extracts entity triggers by computing the importance score of phrases specific to the target entity in the sentence (Sec. 3.2). Then, the second stage learns the NER model with extracted entity triggers (Sec. 3.3). Prior work [24] on incorporating such entity triggers primarily focused on encoding human-provided entity triggers. In contrast, as shown in Figure 3, our AutoTriggER is automatically generating triggers and directly using them for model learning.

3.2 Automatic Trigger Extraction

Automatic trigger extraction is the first stage of our AutoTriggER framework. To extract triggers, here we use the sampling and occlusion (SOC) algorithm [16], which is one of the input analysis techniques for model interpretation. Previous works [22, 38] on input analysis techniques mostly focus on word-level importance. In contrast, sampling and occlusion aims to compute context-independent phrase-level importance for sequence classification tasks such as sentiment analysis and relation extraction. We reformulate and apply this technique into a sequence tagging task and retrieve important phrases as entity triggers. To construct a set of phrase candidates to measure the importance, we find that exploiting phrase nodes of the constituency parsing tree can result in better retrieving qualitative entity triggers. However, this method has a limitation that it is difficult to extend to other tasks such as sequence labeling, in which the output is not single but multiple tokens. In this work, we reformulate the method to be able to handle such multiple outputs and apply the module to the sequence labeling task. Given an input instance of the labeled corpus $(x_i, y_i) \in D_L$, we consider four primary steps to generate entity triggers: 1) phrase candidate $P$, 2) entity token classifier $M_t$, 3) phrase scoring, and 4) phrase selection.

Phrase Candidate. To compute the importance of each phrase in the sentence, we first need to construct a set of target phrase candidates $P$. Here, we aim to generate $P$ using the parse tree. The reason why we first create a set of phrase candidates is to avoid noisy triggers. The original SOC computes the word-level scores and extends to phrases by agglomerative clustering. Since the clustering combines words to form a phrase, the phrase can be incomplete and noisy. By limiting the search space to a set of complete phrases, we could avoid such noisy triggers. For example, in Figure 4, the sentence $x$ is parsed into the constituency parse tree. Then, we
create a set of phrase candidates with all phrase nodes except the nodes that include entity “Cary Moon”. Specifically, given an input instance \((x_i, y_i) \in \mathcal{D}_L\) and a target entity \(e \in x_i\), we generate a set of phrase candidate \(\mathcal{P} = \{p_i\}\) where \(p_i = (w_s, w_e)\) and \((w_s, w_e)\) is denoting the start and end index of the phrase span \(p_i\). To generate \(\mathcal{P}\), we parse the input sentence \(x_i\) using constituency parsing and collect \(p_i\) corresponding to phrase nodes of the constituency-based parse tree. Additionally, in our work, the target entity itself is not considered an entity trigger. To avoid such case, we discard a set of entity-overlapped phrases \(\{p_i | e \in p_i\}\).

**Entity Token Classifier.** The second component is entity token classifier \(M_t\), which is defined as a neural network for modeling the scoring module. Given an input sentence \(x_i = \{x_i^{(1)}, x_i^{(2)}, \ldots, x_i^{(n)}\}\), \(M_t\) classifies each token \(x_i^{(j)}\) to one of the named entity tags \(y_i^{(j)} \in \mathcal{Y}\) where \(\mathcal{Y}\) consists of predefined set of named entity tags such as [B-PER, I-PER, B-LOC, O, ...]. After training \(M_t\) with labeled corpus \(\mathcal{D}_L\), we can derive the prediction score function \(s\) of the target entity \(e\) in the input sentence \(x_i \in \mathcal{D}_L\). Let the conditional probability \(P(y|x)\) denote the output of \(M_t\). Then, the prediction score function \(s\) of the target entity \(e\) is computed as the average conditional probability over tokens of the target entity \(e\) as follows:

\[
s(x, e) = \frac{1}{|e|} \sum_{x^{(j)} \in e} P(y^{(j)} | x^{(j)}).
\]

### Phrase Scoring

We use the phrase candidate \(\mathcal{P}\) and prediction score function \(s\) of the entity token classifier \(M_t\) to measure the importance score of each phrase \(p\) towards target entity \(e\) by sampling and occlusion (SOC) algorithm. SOC is composed of two core methods: (1) **input occlusion**, (2) **context sampling**.

**Input occlusion** [22] computes the importance of \(p\) specific to the entity \(e\) in the input \(x\) by measuring the prediction difference caused by replacing the phrase \(p\) with padding tokens \(0_p\):

\[
\phi(p, x, e) = s(x) - s(x - p, e; 0_p).
\]

For example, in Figure 4, “the next mayor” is replaced by pad tokens to compute its importance towards the entity “Cary Moon”. However, the importance score \(\phi(p, x, e)\) from equation 2 has a drawback that the \(p\) is dependent on context words around \(p\). It may neglect the fact that the importance score of \(p\) can vary depending on which context words are around the \(p\).

To eliminate the dependence, **context sampling** samples the context words around the phrase \(p\) and computes the average prediction differences over the samples. Specifically, it samples the context words \(\hat{x}_\delta\) from a trained language model \(p(\hat{x}_\delta|x_{-\delta})\) and obtains a set of context word replacements \(S\). For each replacement \(\hat{x}_\delta \in S\), we measure the prediction difference caused by replacing the phrase \(p\) with padding tokens. We take the average of these prediction differences to be the context-independent score \(\phi(p, x, e)\) of the phrase \(p\), as expressed in equation 3:

\[
\phi(p, x, e) = \frac{1}{|S|} \sum_{\hat{x}_\delta \in S} \left[ s(x - \delta, e; \hat{x}_\delta) - s(x - (\delta, p), e; \hat{x}_\delta; 0_p) \right].
\]

For instance, in Figure 4, context words “won’t be” and “of Seattle” around the phrase “the next mayor” are replaced into “**will be**” and “**of LA**” which are sampled from the language model. Then, the classifier computes the prediction difference between the sampled sentences with and without the phrase “the next mayor”.

**Phrase Selection.** After obtaining the importance score \(\phi(p, x, e)\) for all phrase candidates \(\{p_i\}\), we pick the top \(k\) candidate phrases with the highest importance score as the entity triggers, where \(k\) is a hyperparameter. Specifically, for each input instance \((x_i, y_i) \in \mathcal{D}_L\), we pick the top \(k\) candidate phrases as entity triggers \(T(x_i, y_i)\) to create a form \((x_i, y_i, T(x_i, y_i))\). Then we construct the trigger-labeled dataset \(\mathcal{D}_T\).

### 3.3 Trigger Interpolation Network (TIN)

The second stage of AutoTrigger is the trigger interpolation network (TIN), which is defined as a neural network for learning from trigger-labeled dataset \(\mathcal{D}_T\) consisting of set of instances of the form \((x, y, T(x, y))\). Prior work [24] on incorporating \(\mathcal{D}_T\) primarily focused on encoding human-provided entity triggers and softly grounding them on unlabeled sentences by conventional attention mechanism. In this work, we argue that a better understanding of how entity triggers affect the predictions of the model can improve the ability to leverage entity triggers. Here, we define the impact of entity triggers by two crucial questions:

- **Are entity words themselves sufficient to learn an entity type?**
- **How entity triggers affect to learn an entity type?**

In this work, we want to strengthen our model’s knowledge of triggers while we also want to strengthen the knowledge of entities that do not need the triggers. We address these questions by **mixup** [50], which is performing linear interpolation between random pairs to create virtual training data for data augmentation.
mixup is originally proposed to train an image classifier on linear interpolations of randomly sampled image data. Recent works generalized this to the textual domain by interpolating output spaces [30] or embedding spaces [3]. For example, let $x_1$ and $x_2$ be two text sequences and $y_1$ and $y_2$ be their corresponding one-hot label vectors. They apply mixup as follows:

$$
\tilde{x} = \lambda x_1 + (1 - \lambda)x_2
$$

$$
\tilde{y} = \lambda y_1 + (1 - \lambda)y_2
$$

where $\lambda \in [0, 1]$ is a variable sampled from Beta distribution. However, we found that this technique can be used not only for the data augmentation, but also for learning from two different sources.

Here, we focus on linearly interpolating two different information and leverage it to make a prediction. Here, we interpolate the entity masked representation and trigger masked representation to force the model to understand the impact of each representation in predicting the entity type. We construct the architecture following the most common design of neural NER models which exploits CRF layer in the output of the encoder. Specifically, it adopts the transformer model (e.g., BERT, RoBERTa) to encode representations by capturing the semantics of the input text sequence. Then, the output is passed to a CRF layer that produces a probability distribution over the tag sequence using the dependencies among the labels of the entire sequence. To find the best sequence of labels for a given input instance $((x, y, T(x, y)))$, we first create entity-masked sentence $x_e$ and trigger-masked sentence $x_t$, and then compute the interpolations in the output space of transformer encoder $F(\cdot ; \theta)$ as follows:

$$
\tilde{h} = F(x_e; \theta), h' = F(x_t; \theta)
$$

$$
\hat{h} = \lambda h + (1 - \lambda)h'
$$

Here, the transformer encoder $F(\cdot ; \theta)$ for both $x_e$ and $x_t$ is sharing the weights. Then we use $\hat{h}$ as the input to the final CRF tagger. When inferring tags on unlabeled sentences which have no entity triggers, we expect the trained $F(\cdot ; \theta)$ to be enforced to find the entity and trigger information from the input $x \in \mathcal{D}_H$ and infuse both for generating enriched-information output. We then use it as an input to the final CRF tagger to get tag predictions.

## 4 EXPERIMENTAL SETUP

In this section we describe that datasets along with the baseline methods followed by experimental settings.

### 4.1 Dataset

We use three NER datasets in our experiments (see original $\mathcal{D}_L$ in Tab. 1). BC5CDR [21] is a biomedical-domain NER dataset from BioCreative V Chemical and Disease Mention Recognition task. It has 1,500 articles containing 15,935 CHEMICAL and 12,852 DISEASE mentions. JNLPBA [4] is a biomedical-domain NER dataset for the Joint Workshop on NLP in Biomedicine and its Application Shared Task. It is widely used for evaluating multiclass biomedical entity taggers and it has 14,6k sentences containing PROTEIN, DNA, RNA, CELL LINE and CELL TYPE. CoNLL03 [44] is a general domain NER dataset that has 22k sentences containing four types of general named entities: LOCATION, PERSON, ORGANIZATION, and MISCELLANEOUS entities that do not belong in any of the three categories. For BC5CDR [21] and CoNLL03 [44], we also have crowd-sourced entity trigger dataset $\mathcal{D}_{HT}$ [24] to compare the quality of our automatically extracted triggers with. For BC5CDR and CoNLL03, they randomly sample 20% of the data from each of the train sets and ask crowd-workers to select triggers for entities in those train sets.

### 4.2 Compared Methods

To show the effectiveness of entity triggers, we compare models that have same base model but use different training data. Here, we present baseline models that learn $\mathcal{D}_L$ and $\mathcal{D}_T$ respectively. In addition, we present various methods to construct a set of trigger candidates for which the importance scores are computed.

#### Entity-Only Baseline Models.

We apply the following models on $\mathcal{D}_L$: (1) BLSTM+CRF adopts bidirectional LSTM on the external word vectors from GloVE [35] to produce token embeddings, which are fed into a CRF tagger to predict the optimal path of entity tags. (2) BERT+BLSTM+CRF extends the BLSTM+CRF by replacing the word vectors from GloVE with contextualized embeddings from pre-trained language model BERT [7]. (3) BERT+CRF adopts a token-level classifier on top of the BERT. Token-level classifier is a linear layer that takes as input the last hidden state of the sequence. Here, we feed the output of token-level classifier into a CRF tagger to

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entity Type</th>
<th>Original $\mathcal{D}_L$</th>
<th>Crowd-sourced trigger $\mathcal{D}_{HT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC5CDR</td>
<td>DISE, CHEM</td>
<td>9,383</td>
<td>1,991</td>
</tr>
<tr>
<td>CoNLL03</td>
<td>ORG, MISC</td>
<td>23,495</td>
<td>5,134</td>
</tr>
<tr>
<td>JNLPBA</td>
<td>PROT, DNA,</td>
<td>46,745</td>
<td>1,991</td>
</tr>
</tbody>
</table>
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</tbody>
</table>

Table 1: Train data statistics.
make entity tag prediction. (4) RoBERTa+CRF replaces the BERT of BERT+CRF with RoBERTa [27] which is a robustly improved BERT.

**Entity-Trigger Baseline Models.** We apply the following models on $D_T$: (1) TMN [24] first adopts the structured self-attention layer [23] above the bidirectional LSTM, which uses GloVE to produce token embeddings, to encode the sentence and entity trigger into vector representation respectively. Then, it jointly learns trigger representations and a soft matching module with self-attention such that can generalize to unseen sentences easily for tagging named entities. TMN is comparable to BLSTM+CRF and BERT+BLSTM+CRF which use bidirectional LSTM to encode the input sequence. (2) BERT-TIN is our trigger interpolation network where the transformer encoder $F(\cdot; \theta)$ is BERT. BERT-TIN is comparable to BERT+CRF which use BERT to encode the input sequence. (3) RoBERTa-TIN is also our trigger interpolation network where the transformer encoder $F(\cdot; \theta)$ is RoBERTa. RoBERTa-TIN is comparable to RoBERTa+CRF which use BERT to encode the input sequence.

### 4.3 Evaluation Metrics
We evaluate our framework by recall (R), precision (P), and F1-score (F1), though only report F1 in these experiments. Recall (R) is the number of correctly recognized named entities divided by the total number of named entities in the corpus, and precision (P) is the number of correctly recognized named entities divided by the total number of named entities recognized by the framework. A recognized entity is correct if both its boundary and its entity type are exact matches to the annotations in the test data. F1-score is the harmonic mean of precision and recall.

### 4.4 Experimental Settings
We implement all the baselines using PyTorch [33] and Hugging-Face [46]. To initialize the word embeddings, we use 100 dimension pre-trained GloVe embeddings, cased BERT-base, and RoBERTa-large for each corresponding model. We set the batch size and learning rate to 10 and 0.01 for BLSTM encoder models (i.e., BLSTM+CRF, TMN, BERT+BLSTM+CRF) while we set 30 and 2e-5 for all other transformer models. For our TIN, we set the interpolation $\lambda$ to 0.5. We present the details in Appendix A.2.

### 5 RESULTS AND PERFORMANCE ANALYSIS
We first compare the overall performance of all baseline models and our proposed framework. Here, we test all models by varying the amount of training data from 20% to 100% to show the impact of train data size. We then discuss the effectiveness of our framework in an extremely low resource setting, assuming a task that needs to be annotated from scratch. Next, we provide a comparison of auto-triggers with human-triggers [20], and further show that auto-triggers can be more useful when a human judge provides binary feedback on their utility. For the ablation study, we investigate how the different variants of creating a set of trigger candidates affect our framework. Then, we see the performance of trigger interpolation network by different interpolation weight $\lambda$.

#### 5.1 Performance Comparison
In Table 2, we report the performance of the baseline approaches and our model variants on three different datasets. We observe that models that receive both entities and triggers as input generally outperform the entity-only baselines. TIN model variant RoBERTa-TIN outperforms all the baselines in domain-specific datasets BC5CDR and JNLPBA regardless of the amount of data that is used to train it. We only observe a performance drop in CoNLL03 when the amount of data is in the lower range. We assume that the reason for the performance drop might be because of a number of appearances of the MISC entity type in the training data for which the auto-triggers might provide a precision decreasing signal.

#### 5.2 Performance under Low-resource Setting.
We hypothesize that our models will have larger performance gains in extreme low-resource settings, because of their ability to leverage additional information from auto-triggers which enables them to reap more benefits from given training data. To investigate this we observe the performance of our models and baselines starting with only 50-200 sentences to train them. Figure 6 shows the performance of our models and baselines under the extreme low-resource setting. Even though our best model, RoBERTa-TIN, was on par with the baseline, RoBERTa+CRF, in the CoNLL03 dataset in the previous setting, it achieves large performance gain in extremely low-resource setting. Specifically, we observe over 50% relative gain compared to the best baseline for 50 training sentences. For the BC5CDR dataset we observe persistent performance gain. Note that because of the extremely limited training data cases we set the batch size to 4 for training all the models for this experiment.

#### 5.3 Human-in-the-loop Trigger Extraction
**Study of Human-curated vs. Auto Triggers.** We compare the performance of our model variants trained with automatically extracted triggers (auto) and human-provided (crowd-sourced) triggers (human). We use $D_{HT}$ as the source of human triggers and use the same dataset to extract auto triggers with S0C algorithm (see Table 1). We then sample 25%, 50%, and 75% of the instances from both to construct 5%, 10%, 15% percent of our experimental dataset (since $D_{HT}$ is a 20% random sample from $D_T$). One big difference between human and auto is whether the triggers are contiguous token spans or not. For example, humans are asked to annotate a group of word tokens that represent “general” phrase like “had dinner at” from the sentence “We had a fantastic dinner at
Sunnongdan," while a set of phrase candidates $P$ from the constituency parse tree can only contain the contiguous token spans. Table 3 shows that auto triggers are comparable or even stronger than human-curated triggers even though created with no human labeling. The success of auto triggers can be attributed to their capacity of directly altering the entity labels. Their impact on the entity labeling is directly at the model level, while human triggers, even if they are meaningful on the surface level, might have lesser impact in determining the entity label as they do not mimic what the model thinks. We manually inspected the auto triggers and found that auto triggers are consecutive while human-curated triggers are usually non-consecutive. Even though there could be many reasons for the sub-optimal performance of human selected triggers available in the dataset [24], we do not rule out the possibility of leveraging human expertise to help.

**Human-in-the-loop Trigger Refinement** We conduct a small-scale experiment of trigger refinement by human annotators. For all our previous experiments, we use the top two auto triggers, which limits our capacity to make the best use of them. In this experiment, given a training set with labeled entities, we extract five auto triggers (Sec. 3.2), show them to a human in a minimal interface, and ask for relevance judgments (relevant/non-relevant). An author of this submission judged relevance of the automatically extracted triggers for entities in 50, 100, 150, and 200 sentences. Figure 7 shows that we get an additional performance boost with more than 50 training sentences, when human-refined auto triggers are used in training. This small scale annotation shows promise for blending human expertise with auto triggers. We leave a full-scale annotation study as future work.

### 5.4 Performance Analysis

**Trigger Candidate Variants.** In Sec 3.2, we first constructed a set of phrase candidates $P$ for which the importance score is computed. To show the efficacy of constituency parsing for constructing trigger candidates, we conduct an ablation study on different variants of it. For the construction, we compare three variants: (1) RS is random selection. It randomly chooses $n$ contiguous tokens to be grouped as a phrase for $k$ times. Consequently, $P$ is composed of $k$ random spans. (2) DP is dependency parsing. Here, to generate $P$, we first parse the input sentence using dependency parsing. Then, we traverse from the position of entity mention in the input sentence using depth-first-traversal and get a list of tokens visited for each hop up to 2-hops. Finally, for each hop, we convert the list of tokens to a list of phrases by merging the tokens that are contiguous into a single phrase. (3) CP is constituency parsing, which is our current method (see Sec. 3.2). We expect each variant to provide different syntactic signals to our framework. Figure 8 shows the model’s performance with triggers that have been selected from different sets of phrase candidates. As we can see, constituency

<table>
<thead>
<tr>
<th>Method / Percentage</th>
<th>BC5CDR</th>
<th>JNLPBA</th>
<th>CoNLL03</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>BLSTM+CRF [19]</td>
<td>71.92</td>
<td>76.29</td>
<td>79.04</td>
</tr>
<tr>
<td>BERT+BLSTM+CRF</td>
<td>44.51</td>
<td>65.88</td>
<td>74.23</td>
</tr>
<tr>
<td>BERT+CRF</td>
<td>75.30</td>
<td>80.52</td>
<td>82.94</td>
</tr>
<tr>
<td>RoBERTa+CRF</td>
<td>82.85</td>
<td>85.63</td>
<td>87.08</td>
</tr>
<tr>
<td>TMN [24]</td>
<td>74.70</td>
<td>78.15</td>
<td>80.37</td>
</tr>
<tr>
<td>BERT-TIN</td>
<td>77.37</td>
<td>81.40</td>
<td>83.23</td>
</tr>
<tr>
<td>RoBERTa-TIN</td>
<td>84.45</td>
<td>86.09</td>
<td>87.5</td>
</tr>
</tbody>
</table>

Figure 7: Performance Comparison (F1-score) on BC5CDR by different numbers of train data instances (50, 100, 150, 200) with auto and human-refined auto triggers.

<table>
<thead>
<tr>
<th>Model</th>
<th>BC5CDR</th>
<th>JNLPBA</th>
<th>CoNLL03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>human</td>
<td>auto</td>
<td>human</td>
</tr>
<tr>
<td>5%</td>
<td>26.96</td>
<td>24.70</td>
<td>66.20</td>
</tr>
<tr>
<td>10%</td>
<td>46.24</td>
<td>43.54</td>
<td>71.25</td>
</tr>
<tr>
<td>15%</td>
<td>51.29</td>
<td>50.44</td>
<td>73.88</td>
</tr>
<tr>
<td>20%</td>
<td>56.28</td>
<td>54.91</td>
<td>75.97</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>human</td>
<td>auto</td>
<td>human</td>
</tr>
<tr>
<td>5%</td>
<td>56.39</td>
<td>57.95</td>
<td>78.17</td>
</tr>
<tr>
<td>10%</td>
<td>61.89</td>
<td>66.58</td>
<td>81.67</td>
</tr>
<tr>
<td>15%</td>
<td>67.48</td>
<td>69.41</td>
<td>83.67</td>
</tr>
<tr>
<td>20%</td>
<td>71.11</td>
<td>74.43</td>
<td>84.88</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison (F1-score) of entity-trigger baselines on BC5CDR and CoNLL03 with human and auto triggers.
Section 6 RELATED WORK

NER with Additional Supervision. Previous and recent research has shown that encoding syntactic information into NER models compensate for the lack of labeled data [43]. The improvement is consistent across word embedding based encoding (e.g. biLSTM) as well as unsupervised language model based encoding (e.g. BioBERT) of the given text. Typically, the external information that is encoded include POS labels, syntactic constituents, and dependency relations [32, 43]. The general mechanism to include linguistic information into NER model is to represent them using word vectors and then concatenate those representations with the original text representation. This approach fails to identify the importance of different types of syntactic information. Recently, Tian et al. [43] and Nie et al. [32] both showed that key-value memory network (KVMN) [31] are effective in capturing importance of linguistic information arising from different sources. KVMN has been shown to be effective in leveraging extra information, such as knowledge base entities, to improve question answering tasks. Before applying KVMN, contextual information about a token is encoded as the key and syntactic information are encoded as values. Finally, weights over the values are computed using the keys to obtain a representation of the values and concatenate it with the context features. Our approach uses token level features extracted by an explanation generation model, but later train to be able to pick-up those explanations directly from the text at inference time.

Limited Training Data for NER. The simplest way to approach the problem of limited data for NER is to use dictionary based weak supervision. An entity dictionary is used to retrieves unlabeled sentences from a corpus and weakly label them to create additional noisy data. This approach suffers from low recall as the training data covers a limited number of entities. The models tend to bias towards the surface form of the entities it has observed in the dictionary. There has also been approaches to retrieve sentences from a large corpus that are similar to sentences in the low-resource corpus to enrich it. These self-training approaches have been shown to be effective both in extremely limited data [10, 41] as well as limited data scenario [9]. Even though these data enhancement approaches explore a corpus to find related data cases, they do not exploit the explanation-based signals that is available within the limited data.

Learning from Explanations. Recent works on Explainable AI are primarily focused on debugging the black box models by probing internal representations [1, 5], testing model behavior using challenge sets [11, 29, 39], or analyzing an impact of input examples by input perturbations or influence function looking at input examples [18, 38]. However, for an explanation of the model to be effective, it must provide not only the reasons for the model’s prediction but also suggestions for corresponding actions in order to achieve an objective. Efforts to cope with this issue by incorporating human explanations into the model are called Explanation-based learning [6]. These works are aiming to exploit generalized explanations for drawing inferences from unlabeled data while maintaining model transparency. Most prior works on explanation-based learning are mainly focused on facilitating logical rules as an explanation. They use such rules to create weak supervision [37] and regularize posterior [13, 14]. Another form of explanations can be specific words in the sentence which aligns to our work. Notable work in this line asks annotators to highlight important words, then learn a generative model over parameters given these rationales [49].

7 CONCLUSION

In this paper, we proposed a novel two-stage framework to generate and leverage explanations for named entity recognition. It automatically extracts essentially human-readable clues in the text, which is called entity triggers, by sampling and occlusion algorithm and leverage these triggers with trigger interpolation network. We show that our framework, named AutoTriggER, successfully generates entity triggers and effectively leverages them to improve the overall performance, especially in the low-resource setting for technical domains where domain-expert annotations are very limited due to the high cost. Extensive experiments on three public datasets prove the
effectiveness of our framework. We believe that this work opens up future works that can be extended to semi-supervised learning or distant supervised learning which can effectively use automatically extracted triggers to weakly label the unlabeled corpus.
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A APPENDIX

A.1 Data Statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entity Type</th>
<th>Original</th>
<th>Crowd-sourced trigger</th>
<th># of Entities</th>
<th># of Human Triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONLL 2003</td>
<td>PER</td>
<td>6,599</td>
<td>1,608</td>
<td>3,445</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ORG</td>
<td>6,320</td>
<td>958</td>
<td>1,970</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MISC</td>
<td>3,487</td>
<td>787</td>
<td>2,957</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOC</td>
<td>7,139</td>
<td>1,781</td>
<td>3,456</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>23,495</td>
<td>5,134</td>
<td>10,938</td>
<td></td>
</tr>
<tr>
<td>BC5CDR</td>
<td>Disease</td>
<td>4,181</td>
<td>906</td>
<td>2,130</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chemical</td>
<td>5,202</td>
<td>1,085</td>
<td>1,640</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>9,383</td>
<td>1,991</td>
<td>3,770</td>
<td></td>
</tr>
<tr>
<td>JNLPBA</td>
<td>PROTEIN</td>
<td>27,802</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DNA</td>
<td>8,480</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RNA</td>
<td>843</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cell Line</td>
<td>3,429</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cell Type</td>
<td>6,191</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>46,745</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Train data statistics.

A.2 Experimental Settings

<table>
<thead>
<tr>
<th>Encoder</th>
<th>BLSTM</th>
<th>Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
<td>BLSTM+CRF, TMN</td>
<td>BERT+CRF, BERT+TIN</td>
</tr>
<tr>
<td>batch size</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>learning rate</td>
<td>0.01</td>
<td>2e-5</td>
</tr>
<tr>
<td>epochs</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>LSTM hidden dimension</td>
<td>200</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Experimental setting details.