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ABSTRACT

Retrieving topically-relevant text passages in documents has
been studied many times, but finding non-factoid, multiple
sentence answers to web queries is a different task that is be-
coming increasingly important for applications such as mo-
bile search. As the first stage of developing retrieval models
for “answer passages”, we describe the process of creating
a test collection of questions and multiple-sentence answers
based on the TREC GOV2 queries and documents. This
annotation shows that most of the description-length TREC
queries do in fact have passage-level answers. We then ex-
amine the effectiveness of current passage retrieval models
in terms of finding passages that contain answers. We show
that the existing methods are not effective for this task, and
also observe that the relative performance of these methods
in retrieving answers does not correspond to their perfor-
mance in retrieving relevant documents.

1. INTRODUCTION
Different queries can be answered with different granular-

ities of text. For example, “factoid” queries can be answered
with single facts or named entities and navigational queries
can be answered with a web page. However, “informational”
queries, especially longer queries that take the form of a
question, can have answers as small as a sentence or as big
as multiple web pages. Our hypothesis is that there are
many queries for which a passage-level, multiple-sentence
answer can be superior to a document-level answer and,
for those queries, result lists that include passages will be
more effective than documents alone. Many of the “descrip-
tion” queries from TREC topics, such as “What allegations
have been made about Enron’s culpability in the Califor-
nia energy crisis?” (topic 737), are examples of the type of
query for which passage-level answers should be appropriate.
These queries, however, cannot be as simply categorized as
the queries in factoid QA systems, nor can relatively simple
templates be used to identify answers.
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An area where effective passage-level answer retrieval could
have broader impact is mobile search applications with lim-
ited output bandwidth based on using either a small screen
or speech output. In this case, the ability to use “answer
passages” to reduce the amount of output while maintaining
high relevance will be critical. The popularity of recent voice
search applications shows the enormous potential for an ef-
fective speech-based mobile search tool. Answer passages
could also be used instead of snippets in the result page,
which would help users to identify answers more quickly.

Although it is potentially an important task, answer pas-
sage retrieval has not been studied in the context of non-
factoid web queries. As the first stage of a comprehensive
study of this task, we build a data set based on the TREC
GOV2 collection that contains passage-level answers to some
of the description queries. We then explore the effectiveness
of existing passage retrieval models for the task of finding an-
swers. The main two questions we address in this paper are
whether passage-level answers exist for longer web queries,
and whether these passage-level answers can be found using
existing passage retrieval methods.

2. RELATED WORK
Passage retrieval has been studied in the information re-

trieval community from different perspectives. Using passage-
level information to improve document ranking has been the
most common approach [3, 2]. Passages have also been used
for query expansion [8] and as the first stage of factoid ques-
tion answering systems [13].

The effectiveness of passage retrieval models has primar-
ily been judged by the effectiveness of the document rank-
ing that is generated using the passages. Less attention has
been paid to directly retrieving passages as final answers to
a query. This problem was partly addressed in the HARD
track in TREC and the INEX ad hoc track where one of
the tasks was to retrieve passages instead of documents [1,
6]. However, in these studies, the goal was to retrieve top-
ically relevant parts of the document. A text passage that
is topically relevant, however, does not necessarily provide
an answer to the query. The closest effort to our study was
the TREC Genomics track where the goal was to answer
biomedical questions using a collection of scientific articles
[5]. This study, however, was limited to the biomedical do-
main and there has been no similar study over open domain
web queries and web collections. In this paper, we describe
our effort to create a collection for answer retrieval using
web documents. Further, we describe the results of current
passage retrieval methods for the task of finding answers.



3. ANNOTATING ANSWER PASSAGES
Our experiments are based on the TREC GOV2 collection

and its corresponding description-length queries. We hired
two undergraduate students who were asked to highlight an-
swer passages using an annotation system and a graduate
student who performed quality control.

We divide topics randomly into two different groups, one
for each annotator. For each topic, we retrieve the top 50
documents using the Sequential Dependence Model (SDM),
a state-of-the-art retrieval model [9]. From the retrieved
documents, we select the relevant documents (based on the
TREC judgments) for the passage annotation phase. Each
assessor annotates all the documents related to their as-
signed topics. They also annotated the top five documents
for the other topics to study the agreement between anno-
tators.

Guidelines were established to improve consistency. An
answer passage is defined as a piece of text in a document
that can answer a user information need defined in the de-
scription part of a TREC topic. Passages were evaluated
based on whether they were complete (contains an entire
answer) and concise (contains no irrelevant information).

Since typically there are only a few complete and concise
passages with respect to each query, we relaxed the crite-
ria somewhat and defined four levels of relevance (Perfect,
Excellent, Good, Fair) based on the annotator’s view of the
quality of the answer passage. The definition for “excel-
lent”, as an example, was that only simple inference based
on the user’s background knowledge was required to answer
the question using the passage, and that most of the passage
is related to the answer.

Our annotators found 8,027 answer passages to 82 TREC
queries, which is about 97 passages per query on average.
Among all the annotated passages, 43% of them are perfect
answers, 44% are excellent, 10% are good and the rest are
fair answers. The annotators highlighted a total of 84,381
words in the passage answers and their term-level kappa
agreement is 0.38 which is comparable to previous answer
level agreements of 0.3 [11]. The average length of an an-
swer passage is 45 words. Prior to the annotation phase, we
manually filtered queries and selected the ones that are more
likely to have passage-level answers. Among the 82 selected
queries, only three had no annotated answers. This confirms
that many web queries of this type can be answered using a
small number of sentences.

4. EVALUATING ANSWER RETRIEVAL
As part of the passage retrieval task in HARD track, new

evaluation measures were proposed. The proposed met-
rics, such as R-precision, consider relevant characters in the
top retrieved passages [1]. The proposed character-level
measures are generally similar to traditional document-level
measures but use characters as opposed to documents. Sim-
ilar character-level measures were used in the INEX ad hoc
track evaluation and the TREC Genomics passage retrieval
task [6, 5]. We use the Passage2 MAP measure from the
TREC Genomics track for evaluating our systems. In this
measure, each character is treated as a document and we
calculate MAP measures based on the number of retrieved
relevant characters. If a relevant character is retrieved more
than once, we only consider its first retrieval as a hit. In
addition to MAP, we also report character-based precision

Table 1: Performance evaluation of QL and SDM

for retrieving answers

Measure MAP P@1 P@10
QL 0.021 0.148 0.057
SDM 0.020 0.107 0.060
QL-Interpolated 0.022 0.073 0.062

for the top 1 and 10 retrieved passages. Precision at 1 is
particularly important due to the specific requirements of
an answer retrieval system. In all of these evaluations, we
assume that only passages marked “perfect” or “excellent”
are relevant.

5. PASSAGE RETRIEVAL METHODS FOR

RETRIEVING ANSWERS
To study the effectiveness of existing passage retrieval

methods for finding answers, we investigated different lan-
guage model-based models. It has been shown previously
that fixed-size window passages are the most effective for
topical retrieval of documents in TREC corpora (e.g., [2]).
Based on this observation and without further tuning, we
fix the length of retrieved passages to 50 terms with an
overlap of 25 terms. We use the two-phase passage re-
trieval feature in the Galago toolkit for all our experiments
(www.lemur.org). Unless otherwise mentioned, we use de-
fault parameter values for existing methods such as smooth-
ing parameters. We select the top 50 documents retrieved
by the sequential dependence model (SDM) as input for our
passage retrieval methods. Although we use default param-
eters, these values have been found to be effective in a range
of previous passage and document retrieval experiments.

Query likelihood and SDM: In the first set of exper-
iments, we employ existing language model techniques for
retrieving passages. In these experiments, each passage is
treated as a separate document and scored using the query
likelihood model (QL) or the sequential dependence model
(SDM) [9].

Further, we also experiment with an interpolation method
in which we combine the score of the passage with the score
of its document. We employ a homogeneity measure based
on the length of the document to assign weights to each
component. We use the length-based homogeneity function
defined by Bendersky and Kurland that assign lower weights
to document scores when document length increases [2].

Table 1 shows the performance evaluation of the language
model methods. Interestingly there are no large differences
between the three methods in terms of MAP and P@10.
However query likelihood performs better than SDM in pre-
cision at high ranks. More interestingly, combining the docu-
ment score with the passage score slightly increases the MAP
and P@10 but decreases the performance at high ranks. The
interpolation has a small effect mainly because our initial set
of documents are all high quality documents and have very
similar scores. It is worth noting that while the evaluation
values are very low, they are comparable with previous stud-
ies on retrieving answers in TREC Genomics track [5].

Positional Model: In closely related work, Carmel et.
al. used positional models (PM) for passage retrieval. They
employ a tf.idf scoring method for ranking passages:

scorePsg(p, q) =
∑

t∈p∩q

tf(t, p)× idf(t) (1)



Table 2: Performance evaluation of PM for retriev-

ing answers

Measure MAP P@1 P@10
PM-TFIDF 0.022 0.123 0.059
PM-Dirichlet 0.022 0.146 0.058
PM-SkewedGaussian 0.027 0.156 0.073

where tf is the query term pseudo-frequency in each pas-
sage that is estimated using positional model based on the
distance between the passage and query term occurrences.
The psuedo-frequency of a term t in a passage p is estimated
as follows:

tf(t, p) =
∑

pos∈occ(t,d)

i=end
∑

i=begin

kernel(pos, i) (2)

where occ(t, d) is the set of all positions of t in the document,
begin and end are the begin and end positions of the passage
and kernel(pos, i) is a kernel decay function that propagates
term occurrence over all the positions in the document. In
this experiment we use a Gaussian kernel function with σ =
2000, as it is shown to be an effective choice [4].

Beside the tf.idf scoring model, we also use the estimated
pseudo-frequencies in a query likelihood model using Dirich-
let smoothing. The result for this method can be seen in
table 2. As we can see, the methods have comparable per-
formance to the other language model techniques while the
query likelihood model performs slightly better than the
tf.idf method. Similar to our previous experiment, inter-
polating the document scores with the passage scores did
not change our results in this experiment.

Non-symmetric Kernel Functions: In previous po-
sitional models for information retrieval, symmetric kernel
functions have been employed that give the same propa-
gation to positions before and after query term occurrences.
After more in-depth investigation of the documents and queries
in our collection, we found out that terms following a query
term are more related to the query than terms before the
query term. In order to model this property, we employ
non-symmetric kernel functions that give higher value to po-
sitions after the query term occurrence. A distribution with
such a kernel function is described as a distribution with
positive skewness (skewness is the measure of asymmetry of
a probability distribution that is zero for symmetric distri-
butions). We employ a skew Gaussian kernel function that
generalises Gaussian kernel to allow for non-zero skewness:

kernelskewed(j, i) = e
−

(i−j)2

2σ2 ×

[

1 + erf(
α.(i− j)

√
2

)

]

(3)

where erf is the error function and α is the skewness param-
eter which is set to one in our experiments. As in the pre-
vious experiment, we set the σ to 2000 and use the pseudo-
frequencies in a query likelihood model. The results of this
kernel function are shown in the last row of table 2. This
method outperforms the others and confirms our intuition
about non-symmetric kernel functions.

5.1 Query Expansion Methods in Answer Re-
trieval

The short length of passages makes it more likely to have
a term mismatch problem between queries and answers. In

Table 3: Effect of Query Expansion Methods

Measure MAP P@1 P@10
RM on documents 0.027 0.133 0.071
RM on passages 0.027 0.153 0.067

Table 4: Effect of input document

Measure MAP P@1 P@10
Top 5 0.008 0.121 0.043
Top 10 0.012 0.136 0.055
Top 25 0.023 0.169 0.074
Only Relevant 0.099 0.302 0.179

other words, query terms may not occur frequently in an
answer passage and other related terms will not contribute
to the score. One of the possible solutions to this problem,
that has been shown to be effective for document retrieval,
is to expand the queries with related terms [7]. For example,
the relevance model approach adds terms to the query that
have high probabilities in the top retrieved documents. In
this section, we study the effect of query expansion methods
on the performance of answer passage retrieval. We employ
relevance models (RM) to select and weight terms and we
interpolate the selected terms with the original query terms,
with a weight of 0.85 for original terms and 0.15 for expan-
sion terms [7]. Without further tuning, we set the number of
feedback documents and feedback terms to 25. We explore
two options for selecting terms. In the first approach, we
select terms from the top retrieved documents and in the
second approach we select terms from the top retrieved pas-
sages. We use the expanded queries in the positional model
using skewed Gaussian kernel.

Table 3 shows the performance results of the two meth-
ods. Compared to document retrieval where query expan-
sion can generally improve performance, neither of the two
approaches outperforms their non-expanded counterparts.
Even more surprisingly, document-based expansion decreases
the performance, especially in the top ranks.

5.2 Quality of Initial Retrieval
In all our experiments so far, we used the top 50 retrieved

documents from SDM as the input to our passage retrieval
methods. In this section, we investigate if using fewer doc-
uments, presumably with higher quality, can affect the per-
formance of our passage retrieval methods. To this end, we
repeat the previous experiment with the top 5, 10 and 25
documents that are retrieved by SDM. The positional model
using the skewed Gaussian kernel is the retrieval method in
this experiment. The top three rows in table 4 show the
results. Unsurprisingly, the MAP measure decreases when
we use very few documents. However, we can see that pre-
cision at 1 and 10 is also decreased when we use 5 or 10
documents. The best result is obtained when we use the top
25 documents and precision at 1 has the most improvement.
This shows that passage retrieval methods are sensitive to
the quality of input documents and the top retrieved docu-
ments do not necessarily have highest quality.

Given that the document retrieval phase can have a signif-
icant effect on the passage retrieval phase, it is worth study-
ing the upper-bound case where we have a perfect document
retrieval method that returns only relevant documents. To
this end, we use only our annotated documents as the input
and re-run our our passage retrieval methods. The last row
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in table 4 shows the result of the experiment. As expected,
all the measures are significantly improved when we retrieve
passages from only relevant documents. However, while 30%
of retrieved characters are relevant characters, our passage
retrieval methods are still not very effective for finding the
answers in the documents.

5.3 Discussion and Future Directions
Our experiments show that current passage retrieval meth-

ods that focus on topical relevance fail to perform well for an-
swer passage retrieval. In more in-depth analysis, we looked
into the scores that are assigned by our retrieval method to
the annotated answers and compared them to the scores of
the top 20 retrieved passages. Figure 1 shows the distribu-
tion of scores over all the topics on the left and the mean
of the scores per topic on the right. Scores are the log-scale
values assigned by the language model. As we can see, the
answer passages have distinctively lower scores compared to
the top 20 retrieved passages and this is consistent across
all the topics. Interestingly there are some answers, mostly
with scores less than −11, which do not contain any of the
query terms.

The results show that features based on term frequencies
are not sufficient for retrieving answer passages. Although
the results could be improved somewhat by more intensive
tuning, we believe that there is an obvious need to incorpo-
rate other types of features into retrieval models. We are
currently exploring a range of features, including linguistic
features studied for CQA data [12] and features used in gen-
erating summaries [10].
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