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ABSTRACT 

Patent retrieval has some unique features relative to web search. 
One major task in this domain is finding existing patents that may 
invalidate new patents, known as prior-art or invalidity search, 
where search queries can be formulated from query patents (i.e., 
new patents). Since a patent document generally contains long and 
complex descriptions, generating effective search queries can be 
complex and difficult. Typically, these queries must cover diverse 
aspects of the new patent application in order to retrieve relevant 
documents that cover the full scope of the patent. Given this context, 
search diversification techniques can potentially improve the 
retrieval performance of patent search by introducing diversity into 
the document ranking. In this paper, we examine the effectiveness 
for patent search of a recent term-based diversification framework. 
Using this framework involves developing methods to identify 
effective phrases related to the topics mentioned in the query patent. 
In our experiments, we evaluate our diversification approach using 
standard measures of retrieval effectiveness and diversity, and 
show significant improvements relative to state-of-the-art baselines.   
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H.3.3 [Information Storage and Retrieval]: Information Search 
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1.  INTRODUCTION 
Patent Information Retrieval (Patent IR) is unique and very 
different from general web search. One major task in this domain 
is finding existing patents that may invalidate new patents, known 
as prior-art search or invalidity search [15][30][35]. In this task, 
users typically input a query document (the new patent), and the 
search system returns the set of “relevant” patents. Since the whole 
document is input as an initial query, query processing techniques 
(e.g., automatic query generation) need to be employed. Henceforth, 
we refer to this type of prior-art search as “patent search” or “patent 
retrieval”. 

Since a patent document generally contains long and complex 
descriptions of its invention, formulating effective queries is a very 
difficult task [2][22]. To reduce the burden for users, an automatic 

query generation has been researched (e.g., [16][33][42]). Since the 
generation is based on the whole query patent, generated queries 
could potentially contain hundreds of terms. Note that in this paper, 
we assume that users only provide a query patent, and search 
queries are automatically generated based on the input query 
patents. Typically, search queries must cover diverse aspects of the 
new patent application in order to retrieve relevant documents that 
cover the full scope of the patent. Figure 1 shows an example query 
patent. In this example, the patent application includes several 
components such as “usage profile”, “BIOS”, and “operating 
system”. Accordingly, the queries automatically generated for this 
patent contain the terms to describe each component (e.g., 
{“reboot”, “time”, “boot”} for “usage profile information”). In 
other words, multiple aspects (or topics) are covered in a patent 
query, and it is important to diversify any retrieval result by 
covering as many of these aspects as possible. We discuss this 
example again later in this section. 

In the literature, one important task for patent search is 
automatically generating effective queries. Given a query patent, 
several methods (e.g., [33][42]) focus on ranking the terms from 
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Query Patent 

Title: Method and apparatus for providing content on a 
computer system based on usage profile. 

Abstract 

A method and apparatus for determining a computer 

system usage profile … A basic input output system 

(BIOS) module and/or an operating system module obtain 
computer system usage profile information by tracking 

events such as the frequency of reboots, the time required 
to boot up and shutdown the operating system … data is 

collected and communicated to a profile server… 

Search Query Automatically Generated by [42] 

usage, profile, reboot, time, os, bootstrap, boot, memory, 
manage, processor, video, firmware, network, database, ~ 

List of Relevant Documents 

No. Title Topic 

R1 
Extended BIOS adapted to establish 

remote communication for diagnostics 
and repair BIOS 

R2 
BIOS emulation of a hard file image as a 

diskette 

R3 

Operating system architecture with 
reserved memory space resident 

program code identified in file system 
name space 

operat

ing 

syste

m 
R4 

Method for loading an operating system 
through a network 

R5 
Method and apparatus for controlling 

network and workstation access 

profil

e 

server 

… … … 

Figure 1: Query Patent Example 
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the query patent, and selecting the top n terms to form a query. 
Similarly, sentence ranking, i.e., selecting the top ranked sentences 
from the patent to use as a query, has also been proposed [16]. In 
addition, query expansion techniques have been applied to this task 
of generating effective queries (e.g., [17][32]). Other research on 
patent retrieval has developed effective retrieval frameworks (e.g., 
[29][34]). None of this research has studied the problem of search 
result diversification for patent search. 

Search result diversification is the process of re-ordering an initial 
retrieval result so that the final ranked list can include more diverse 
topics associated with the query [10][39] (henceforth, “query 
aspect” is referred to as “query topic” [8][12]). In web search, this 
technique is adopted for clarifying vague information needs, e.g., a 
web query “slate” can represent one of a broad range of topics. 
However, in this paper, we exploit diversification techniques for 
improving the retrieval performance of patent search by covering 
more of the topics described in a query patent. 

In general, a patent document contains approximately 3,900 words 
on average [20] and includes complex structure [2][14] (e.g., title, 
abstract, claim, background and summary sections). In that 
structure, diverse claims are specified, and background patents 
related to the application are described. In addition, patent 
applications can describe multiple components. Thus, we can find 
a range of topics in a query patent, and the relevant documents can 
relate to some or all of these topics. Returning to the example in 
Figure 1, the patent application describes several important topics 
such as BIOS, operating system, etc. We can group similar relevant 
documents pertaining to each topic. For example, R1 and R2 are 
related to a topic BIOS, whereas R3 and R4 refers to operating 

system. In addition, R5 describes a method for controlling network, 
which relate to another query topic (i.e., profile server). Based on 
these topics, the retrieval result can be diversified, meaning that the 
ranked documents can be optimized to cover the range of topics. 
Although a long search query can contain diverse query terms (as 
shown in Figure 1), the diversity of its retrieval result is not 
optimized unless a result-level diversification technique is applied. 
Since relevant documents are related to diverse query topics, 
diversification techniques (e.g., [1][39]) could also improve overall 
retrieval effectiveness. For example, the diversification framework 
proposed in [11] has been shown to improve the ranking of relevant 
documents in TREC collections, not only in terms of diversity but 
also in terms of general effectiveness measures (see [11]). 

Given this motivation, we explore the problem of patent search 

result diversification. In this diversification process, query topics 
are first identified, and then re-ranking algorithms (e.g., [10][39]) 
are applied with the identified topics. Most early research on 
diversification for web search relied on manually identified topics 
for a query. In recent research, automatic identification of the topics 
related to a query has been shown to be effective (e.g., 
[12][13][18]), but the topics are derived from other resources (e.g., 
web corpora, web anchor text, and query logs [12][13][36]) that are 
limited to provide clear information about query topics. On the 
other hand, in patent search we can potentially identify query topics 
via the detailed descriptions contained in query patents. Thus, we 
propose a method to automatically identify query topics based on 
query documents as follows. Note that we use the terms “query 
document” and “query patent” interchangeably to refer to a new 
patent document being validated by prior-art search. 

Given a query patent, we extract phrase-level topic vocabulary as 
the basis for query topics. However, we do not adopt any additional 
topic structures or grouping of phrases because recognizing such 
structure is expensive and typically does not lead to significant 

improvements on diversification performance [11]. Instead, we 
rank candidate phrases (extracted from a query patent) by 
combining information such as topicality [27], predictiveness [28], 
query performance predictors (e.g., query clarity [9]), relevance to 
query patents, cohesiveness, etc. Then, we consider the top k 
phrases as topic phrases used for diversification. Following [11], 
we also use topicality and predictiveness for finding topic phrases. 
In addition to this, we assume that query performance predictors 
(e.g., query scope [19]), relevance to query patents (e.g., relevance 
model [26]) and cohesiveness of phrase terms will also help to 
identify topic phrases. In order to combine these features, we adopt 
a learning-to-rank framework that places phrases important to more 
relevant topics (i.e., topics of relevant documents) at higher ranks. 
After generating topic phrases, we apply a state-of-the-art 
diversification algorithm and diverse ranked results are produced. 

To summarize, the main contribution of our work is a study of 
patent search result diversification with the aim of improving 
patent search performance. Our work is the first attempt to exploit 
result-level diversification techniques for patent search. In addition, 
through experiments, we investigate the effectiveness of 
diversification techniques in patent search environments. The 
primary difference of our work to existing diversification research 
(e.g., [11][13]) is that we directly derive phrase-level topics from 
query documents that provide more information than web queries. 
In addition, we investigate multiple features (e.g., relevance and 
cohesiveness) to identify query topics. These are reflected in our 
topic phrase identification method (in Section 3.3). We evaluate our 
method by comparing it with DSPApprox, a state-of-the-art topic 
term identification method [11]. 

The rest of this paper is organized as follows. Section 2 describes 
related work. In Section 3, we formulate the problem of patent 
search result diversification, and present our diversification 
framework. Section 4 describes experimental settings, and Section 
5 provides results. Finally, Section 6 concludes this paper. 

2. RELATED WORK 

2.1 Patent Search 
The research related to improving patent search can be classified 
into two categories: 1) automatic query generation (e.g., 
[16][33][42]), and 2) developing retrieval models (e.g., [34][43]). 
There is other research related to patent retrieval (e.g., patent query 
translation), but this is less relevant for our work. 

Automatic query generation: To generate effective queries, 
previous studies have used the full text of patent applications. They 
rank the terms in query patents, and select the top n terms for the 
query. Xue and Croft [42] extracted query terms from the “brief 
summary” section of query patents by TFIDF scoring. Mahdabi et 
al. [33] used Kullback-Leibler divergence between query models 
and collection models for term ranking. To improve single term 
queries, they extracted key phrases by TFIDF and Mutual 
Information-based scoring, and expand the initial term queries by 
the key phrases. Similar to this approach, Ganguly et al. [16] 
selected the top sentences ranked by similarity to pseudo-relevant 
documents for query patents. Another approach to generating 
effective queries exploits query expansion techniques (e.g., 
[17][32]). Some of this research used external resources for the 
expansion, e.g., Wikipedia [29] and WordNet [32]. Also, [23] used 
decision trees to generate effective terms from pseudo-relevant 
documents. Among these approaches, we applied several methods 
(i.e., [16][33][42]) in our experiments and used the best one to 
generate the initial retrieval results for diversification. The most 
recent and related approach for generating queries is proposed in 



[25]. Similar to our work, they also propose to retrieve diverse 
relevant documents. However, given a query patent, they generate 
n diverse queries, and accordingly n different retrieval results are 
returned (i.e., query-side diversification), which may delay 
completing a search task. On the other hand, we propose a result-
diversification framework, and a single retrieval result is generated 
for each query patent.   

Retrieval models: In early research, existing retrieval models for 
adhoc retrieval were studied in the context of patent search (e.g., 
[20]). Through several evaluation competitions for patent retrieval 
(e.g., NTCIR [15], TREC [30], and CLEF-IP [35]), various 
refinements to the retrieval methods have been proposed. In 
experiments, we run an initial retrieval for diversification by using 
one of the best approaches in these competitions (i.e., [29]). 

2.2 Search Result Diversification 
Search result diversification is the task of generating a ranked list 
of documents that covers a range of query topics (or aspects). 
Previous work on this task can be categorized as: 1) implicit or 2) 
explicit [39]. We provide a brief summary for each category. 

Implicit diversification: The implicit approach does not assume 
any explicit representation of query topics. MMR [3] and its 
probabilistic variants [45] can be included in this approach. For 
diversification, these methods assume that each document in the 
initial retrieval results represents its own topic and iteratively 
selects the documents that are dissimilar to previously chosen 
documents. To measure the dissimilarity, MMR used content-based 
similarity functions, but probabilistic distance in the language 
modeling framework has also been used in [45]. In addition, the 
correlation between documents is adopted as a similarity measure 
[37][41], and the diversification problem is viewed as minimizing 
the correlation. 

Explicit diversification: In contrast to the implicit method, this 
approach requires some representation of query topics (e.g., [1][10] 
[39]). There are two different approaches to implementing explicit 
diversification: redundancy and proportionality. The redundancy 
approach is used in many existing methods (e.g., IA-Select [1], 
xQuAD [39]). These aim to provide less redundant information in 
the diversified results, i.e., documents are promoted if they include 
novel content that has not appeared in early ranks. On the other 
hand, the proportionality-based algorithms (e.g., PM-2 [10]) 
choose the documents with respect to the “popularity” of their 
topics in the initial ranking, i.e., ranking the documents is 
proportional to the popularity of each query topic. Both of these 
approaches have been successful with test collections that contain 
manually created query topics (e.g., from TREC descriptions 
[10][39] and taxonomies [1]). 

To provide a more realistic context, methods for automatically 
generating query topics have been studied (e.g., [11][12][36]). As 
an example, query topics have been generated by clustering similar 
queries from query logs [36] or anchor texts from the web [12]. 
More recently, term-level diversification [11] has showed the 
effectiveness of automatic topic generation based on identifying 
important vocabulary terms. In this approach, query topics are 
described by some set of terms, and instead of generating the topics 
directly, only the important words and phrases associated with the 
topics are automatically identified, e.g., the words “pain”, “joint”, 
“woodwork”, and “type” are identified for the latent topics of “joint 
pain” and “woodwork joint type”. After identifying the important 
vocabulary, the diversification framework (e.g., xQuAD or PM-2) 
is applied using the identified topic terms (the frameworks consider 
each term as a topic). The effectiveness of these automatically-

found topic terms has been shown to be similar to the manually 
generated topics, and significantly better than other approaches to 
automatic topic identification. Our diversification framework for 
patents uses this approach, and we focus on identifying topic 
phrases (e.g., “file system” and “system service”) and diversifying 
with respect to these phrases. 

2.3 Automatic Topic Term Identification 
As reported in [11], automatically identifying topic terms helps to 
improve diversification. In [11], a set of terms to represent initial 
retrieval results is generated for an initial ranked list of documents. 
This is similar to the goal of multi-document summarization (e.g., 
[27][28][38]). Thus, DSPApprox, a hierarchical summarization 
algorithm proposed in [28], has been used for identifying topic 
terms in [11]. This algorithm iteratively selects the terms which 
maximize predictiveness and topicality. We describe this algorithm 
in Section 3.3. In addition to predictiveness and topicality, in this 
paper we explore additional features to identify topic phrases, i.e., 
relevance, cohesiveness, and query performance predictors (see 
Section 3.3.2). Moreover, we examine the effectiveness of these 
features in the context of diversification.  

3. PATENT SEARCH DIVERSIFICATION 

3.1 Problem Formulation 
Diversification in patent search is designed to improve the retrieval 
effectiveness of initial ranked results. As discussed in Section 1, we 
assume that diverse topics are involved in a query patent, and that 
diversification of initial search results based on those topics will 
improve retrieval performance. 

Given a query patent Q, let  𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑛} be a topic set for Q 

and for each topic 𝑡𝑖, some weight 𝑤(𝑡𝑖) is defined. Note that this 
weight is used as the importance [39] or popularity [10] by the 
diversification algorithm applied. In addition, an initial document 
list for Q is given, 𝐷 = {𝑑1, 𝑑2, … , 𝑑𝑚}, and each 𝑑𝑖’s relevance to 𝑡𝑖  can be estimated, Pr(𝑑𝑖|𝑡𝑖) . Using 〈𝑇, 𝑤(𝑡𝑖), Pr(𝑑𝑖|𝑡𝑖)〉 , 
diversification algorithms (e.g., [10][39]) typically generate a 
subset of D which forms a diverse rank result S where S contains a 
target number of documents. However, recent work [11] found that 
explicitly specified topic structures (i.e., T) (e.g., grouping topic 

terms to represent topics such as 𝑡1 = {“user”, “data”} and 𝑡2 ={ “share”, “security”}) are less beneficial for improving search 
performance. Instead, only identifying topic terms (e.g., “data”, 
“security”, “share”, “user”) and directly using such terms without 
the more complex step of topic identification can be effective. 
Based on this observation, we apply a term-level diversification 
method to patent search. Instead of using unigram terms, we use 
phrases to express patent topics because patent documents 
frequently contain longer technical terms (e.g., “file system”). In 
addition, phrasal concepts can be effective to retrieve more relevant 
documents [24][33]. Thus, we identify a set of topic phrases for T, 
and apply diversification frameworks using these phrases. The 
formal definition of this diversification method is given as follows. 

Let us assume that a topic 𝑡 ∈ 𝑇 can be represented by an arbitrary 

set of phrases, i.e., 𝑡 = {𝑝1, 𝑝2, … , 𝑝#(𝑡)} where 𝑝𝑖 is a topic phrase 

for Q and #(𝑡) is the number of phrases to form t. Then, T can be 
rephrased as:  𝑇′ = {{𝑝1𝑡1 , 𝑝2𝑡1 , … , 𝑝#(𝑡1)𝑡1 } , … , {𝑝1𝑡𝑛 , 𝑝2𝑡𝑛 , … , 𝑝#(𝑡𝑛)𝑡𝑛 }} 

We define a set of phrases that can contain all phrases in 𝑇′, i.e., 𝑃′ = {𝑝|∀𝑝 ∈ 𝑇′}, and the phrase-level diversification is defined as 

generating a diverse ranked list 𝑆 ⊂ 𝐷  using 𝑃′ . In effect, each 
phrase is treated as a topic in the diversification model (see Section 



3.2). As a result of diversification, 𝑆 covers more topic phrases and 
contains more diverse relevant documents. Next, we describe the 
diversification framework we use. 

3.2  Diversification Framework 
Explicit diversification methods (e.g., PM-2 [10] and xQuAD [39]) 
assume that some set of query topics (or aspects) is specified, and 
generate diverse ranked results based on these topics. Among many 
algorithms, we select to use the proportionality-based approach 
(PM-2) [10] for our diversification task, which is the most recently 
proposed state-of-the-art technique. The proportionality-based 
approach focuses on generating a proportional representation of 
query topics in the final retrieval result, i.e., the documents related 
to an “important” (i.e., large-portion) query topic are promoted. So, 
more relevant documents for such an important topic would be 
found in the diversified result. On the other hand, redundancy-
based approaches (e.g., xQuAD) attempt to have as many diverse 
topics as possible in the final result by demoting the documents 
related to the query topics already considered in the diversification 
process. Thus, relevant documents related to some important query 
topics could be missed by diversification. 

The proportionality-based approach exploits the Sainte-Laguë 
method, allocating seats in proportional representation, for 
assigning the portions of topics in 𝑆 such that the number of each 

topic’s documents in 𝑆 is proportional to the weight of the topic, 

i.e., 𝑤𝑖 . Specifically, PM-2 requires a set of topics T, an initial 

document retrieval list D, and an empty list S. In each iteration, the 

quotient 𝑞𝑡𝑖 of each topic 𝑡𝑖 is computed as: 𝑞𝑡𝑖 = 𝑤𝑖2𝑠𝑖 + 1                                         (1) 

where 𝑠𝑖 is the current portion of 𝑡𝑖 in 𝑆. 

Using this, PM-2 selects the most proportional topic 𝑡𝑖∗ with the 

largest 𝑞𝑡𝑖, and places the document 𝑑∗ ∈ 𝐷 into S such that 𝑑∗ is 

mostly relevant to 𝑡𝑖∗ as well as other topics: 𝑑∗ ← argmax𝑑∈𝐷  𝜆 ∙ 𝑞𝑡𝑖∗ ∙ Pr(𝑑|𝑡𝑖∗) + (1 − 𝜆) ∑ 𝑞𝑡𝑖 ∙ Pr(𝑑|𝑡𝑖)𝑖≠𝑖∗    (2) 

where p(𝑑|𝑡𝑖) is an estimated relevance of d to 𝑡𝑖. 
Although Eq. (2) is effective for diversifying web search results, 
this looks somewhat limited to work for patent search. In PM-2, Eq. 
(2) only considers the relevance of a document to each topic, not 
directly to the whole query patent. This setting could work for web 
search results because the diversification aims to clarify ambiguous 
web queries. On the other hand, patent search is recall-oriented, i.e., 
not missing relevant documents in a relatively long retrieval result 
is more important than placing them at top ranks. So, keeping the 
documents “relevant” to Q (by some estimation) in S is important. 

To do this, we combine Eq. (2) with the relevance score of d for Q. 𝑑∗ ← argmax𝑑∈𝐷  𝜇 ∙ relevance(𝑑) + (1 − 𝜇) ∙ diversity(𝑑)    (3) 

where relevance(𝑑) is an estimated relevance score of 𝑑 for 𝑄 and diversity(𝑑) is the diversity score calculated by Eq. (2). 

By Eq. (3), we can choose the document not only related to the 
appropriate topic but also highly relevant to the query patent. In 
other words, we basically keep as many relevant documents as 
possible in S, and would promote the relevant documents related to 
important topics by the diversity term (i.e., Eq. (2)). In experiments, 
we use the retrieval score obtained by the baseline retrieval model 

                                                                 

1 The open NLP tool (http://opennlp.apache.org/) is used.  

as the estimation of relevance(𝑑) . After selecting 𝑑∗ , the 

algorithm updates the portion of each topic in 𝑆  (i.e., 𝑠𝑖 ) by its 

normalized relevance to 𝑑∗: 𝑠𝑖 = 𝑠𝑖 + Pr(𝑑∗|𝑡𝑖)∑ Pr(𝑑∗|𝑡𝑗)𝑗                                      (4) 

Then, this process is repeated with the updated 𝑠𝑖, and stops after 𝑆 
contains a target number of documents (e.g., top 100 documents in 
a retrieval result). Besides, the final ranking of a document is 

determined by the order in which the document is included in 𝑆. 

As described in Section 3.1., we use phrase-level diversification for 
patent search, and thus the set of topic phrases (interpreted as topics) 
is the input to this diversification model. In the next section, we 
present our method to generate topic phrases, which is important 
for diversification performance. 

3.3 Automatic Topic Phrase Identification 
The goal of identifying topic phrases is generating a list of effective 
phrases for diversification. As discussed in Section 3.1, we need to 
generate  𝑃′ which contains all possible phrases to represent query 
topics. This is an important task because the diversification model 
(in Section 3.2) assigns the documents in 𝑆 primarily based on the 
input phrases. To identify topic phrases, we assume that each query 
patent includes sufficient terms to represent its topics. 

Given a query patent Q, we extract a set of candidate noun phrases, 𝑃 = {𝑝1, 𝑝2, … } syntactically recognized1 in Q, and some subset of 

P  would be an effective set of topic phrases, i.e., 𝑃′. To obtain 𝑃′, 
previous work [11] has used DSPApprox, the multi-document 
summarization technique proposed in [27][28]. Since this 
algorithm can generate a set of terms to efficiently summarize 
target documents, it is also useful to find a diverse set of topic terms 

(i.e., phrases) for Q (as shown in [11]). Thus, we can also use 

DSPApprox for generating 𝑃′ as follows. 

Given an initial document list for Q, we define a set of vocabulary 
as the terms that appear in at least two documents and are not 
numbers. For each candidate phrase, we define topicality as the 
extent of how informative the phrase is to describe Q, and 
predictiveness as its ability to predict the occurrences of other 
vocabulary terms. Note that these terms are also defined in [27][28]. 

To measure topicality, a relevance model [26] for Q is generated 
and the clarity score [9] of each phrase is computed using the 
relevance model. To estimate predictiveness, the conditional 
probability of a phrase for a vocabulary term can be used (as done 
in [27]). Specifically, the affinity of a phrase to each vocabulary 
term is estimated by the conditional probability, and highly 
predictive phrases are more likely to appear with more vocabulary 
terms. Based on these definitions, DSPApprox iteratively selects 
topic phrases by maximizing their topicality and predictiveness. 
The details of this approach are described in [11]. 

Since DSPApprox is a simple greedy algorithm only considering 
topicality and predictiveness, to improve the identification process 
we propose a learning-to-rank framework that combines these two 
features with other features. In experiments, we compare the 
diversification results obtained by both DSPApprox and the 
learning-to-rank method. 

3.3.1 Learning-to-rank Topic Identification 
In order to identify effective topic phrases, we rank the candidate 
phrases extracted from the query patent, i.e., 𝑃, and  use the top k 
phrases as topic phrases. For this, our ranking model produces a 

http://opennlp.apache.org/


ranked list of the phrases in descending order of their (predicted) 
effectiveness to derive more query topics. This is formally defined 
as follows. 

Given a query patent Q, let 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑙} be a set of candidate 

phrases extracted from Q where 𝑙 denotes the number of extracted 

phrases. Suppose that 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑙} is a set of ranks, and the 

order of the ranks is given as: 𝑦1 ≻ 𝑦2 ≻ ⋯ ≻ 𝑦𝑙  where ≻ 

indicates the preference between two ranks. For each phrase 𝑝𝑗 ∈𝑃, some corresponding rank, 𝑦𝑝𝑗, is assigned. To learn a ranking 

function, we need to generate training examples, i.e., a ground-truth 

rank list of 𝑃. However, labeling the ground-truth rank of each 
phrase is too complex because determining its effectiveness for 
diversification is very difficult (running diversification with every 
possible ranking of the phrases is intractable). To alleviate this, we 

exploit DSPApprox to obtain the ground-truth rank list. 

Let 𝑅 = {𝑟1, 𝑟2, … }  be the set of relevant patents for Q and we 

generate the rank of each phrase by DSPApprox using R. We first 

define a vocabulary set as the terms appeared in R. Then, we 
calculate the topicality and predictiveness of each phrase based on 

R, and run DSPApprox using these, which gives a list of ranked 

phrases as: 𝑌̂ = {𝑦𝑝1̂ , 𝑦𝑝2̂ , 𝑦𝑝3̂ , … } where 𝑝1 is the first selection of 

DSPApprox, 𝑝2  is the second, 𝑝3  is the third, and so on. The 

topicality (i.e., query clarity [9]) based R is calculated as: Topic𝑅(𝑝) = Pr(𝑝|𝑅) ∙ log2{Pr(𝑝|𝑅) Prc(𝑝)⁄ }       (5) 

where Pr(𝑝|𝑅) is the probability of a phrase 𝑝 by the smoothed 

language model [44] derived from R and Prc(𝑝) is the collection 
probability.  

In addition, the predictiveness [27] using R is also computed as: Predict𝑅(𝑝) = 1𝑍 ∙ ∑ Prw(𝑝|𝑣)𝑣∈𝐶𝑋𝑝𝑅                       (6) 

where 𝐶𝑋𝑝𝑅  is the set of vocabulary terms that co-occur with 𝑝 

within the windows recognized in R, w is the size of each window, 

which is empirically set as 20, Pw(𝑝|𝑣)  indicates such co-

occurrence probability using w, and 𝑍 is the normalization factor, 
which is set as the size of vocabulary (see [27] for more detail). 

Based on these, the phrases more topically represent R and can 

cover more terms in R are highly ranked in the ground-truth list, 
and we assume that such phrases are effective to find diverse 
“relevant” documents in the diversification process. Note that the 
topic term identification described in [11] uses DSPApprox without 
relevance judgments (i.e., unsupervised approach for ranking topic 
terms), but in our work, we use the supervised learning-to-rank 

framework with relevant documents and DSPApprox is used for 
generating training examples by R (thus, the relevant documents 
are not necessary in testing). In the training phase, a set of query 

patents, ℚ = {𝑄1, 𝑄2, … } , are given, and a feature vector 𝑥𝑖𝑗 =𝑓(𝑄𝑖 , 𝑝𝑖𝑗) ∈ 𝑋𝑖 is generated for the pair of a query patent and its 

candidate phrase. Then, 〈𝑋𝑖 , 𝑌̂𝑖〉  is used for learning a ranking 
function. In experiments, we use Ranking SVM [21] as a learning 
algorithm, and select various numbers of phrases as topic phrases. 

3.3.2 Features 
To compose a feature vector in our ranking model, we use four 
types of features: 1) relevance, 2) importance, 3) predictiveness, 
and 4) cohesiveness. We describe each type as follows.   

Relevance: Relevance estimates some probabilistic relevance of 
each phrase to the query patent. Typically a patent document 
consists of four sections (i.e., title, abstract, claim, and description), 
and previous work (e.g., [43]) has used section information for 

retrieving relevant documents by finding a weight on each section. 
Similar to this, we generate three different section language models: 
(1) title and abstract, (2) claim, and (3) description, and define a 
relevance feature based on each language model. For example, 
given a phrase 𝑝, the relevance based on the claims in the query 

document Q is estimated as: Rel𝑄(claim)(𝑝) = ∏ 𝑡𝑓𝑡,𝑄(claim) + 𝜇 ∙ Prc(𝑡)|𝑄| + 𝜇𝑡∈𝑝            (7) 

where 𝑡 is a unigram in a phrase 𝑝, 𝑄(claim) is the claim text of Q, 𝑡𝑓𝑡,𝑄(claim)  is the frequency of 𝑡  in 𝑄(claim) , 𝜇  is the Dirichlet 

smoothing parameter [44]. 

In addition, we also generate another three section language models 
by using pseudo-relevant documents (i.e., the top N patents ranked 
in the initial retrieval result), and define three more relevance 
features based on these models. Overall, the six relevance features 
would help to identify the phrases more likely to be associated with 
the section language models, and our learning algorithm could find 
an optimal weight for each section model. 

Importance: Importance indicates retrieval effectiveness related to 
finding relevant documents. To measure this, we leverage the 
features for predicting query performance (e.g., [9][19]). Given a 
phrase, we calculate its query clarity score [9] based on the query 
model directly derived from the query patent or the relevance 
model of the query patent. Note that the contribution of the 
topicality feature used in DSPApprox is the same as that of the 
query clarity feature we use. In addition, we use query scope [19], 
inverse document frequency, inverse collection term frequency, 
and word count, which are generally used for measuring pre-
retrieval effectiveness. Since the diversification algorithm 
(described in Section 3.2) mainly uses the topic phrases for 
diversification, identifying highly effective phrases for retrieving 
relevant documents is important to increase the retrieval 
effectiveness of the final retrieval result. 

Predictiveness: Predictiveness [28] measures the extent to which 
a term predicts the occurrences of other terms in a query vocabulary. 
We use two different types of query vocabulary: 1) all terms in the 
query patent and not numbers, and 2) the terms that appeared in at 
least two pseudo-relevant documents and not numbers. Note that 
stop-words and section terms (e.g., background and summary) are 
ignored. For each query vocabulary, we measure the predictiveness 

of an instance (i.e., phrase): Predict𝑄(𝑝) and Predict𝑃𝑅(𝑝) where 𝑃𝑅 is the pseudo-relevant documents of 𝑄. As used in DSPApprox, 
these predictiveness features are effective for extracting diverse 
phrases that can represent the terms in each topic vocabulary. 

Cohesiveness: Cohesiveness quantifies the coherence of the terms 
in a phrase. We assume that the terms more co-occurring in query 
contexts can be keywords. As an example, for the patent of 
“Method and apparatus for proving content on a computer system 
based on usage profile” the terms “usage” and “profile” would 
frequently co-occur, and it is probable that these also appear in 
relevant documents. Note that predictiveness measures the 
conditional probability of a phrase to a query vocabulary, but 
cohesiveness estimates the lexical affinity of each word to the other 
in a phrase. To capture this, we generate every possible pair of 
words in a phrase, and calculate the average of Point-wise Mutual 

Information (PMI) values for all pairs by using Q as follows. CHSV𝑄(𝑝) = 1(𝑛2) ∙ ∑ PMI𝑄(𝑤𝑖 , 𝑤𝑗)𝑤𝑖,𝑤𝑗∈𝑝,𝑖≠𝑗         (8) 



where PMI𝑄(𝑤𝑖 , 𝑤𝑗) = (f(𝑤𝑖 , 𝑤𝑗) × 𝑛) (f(𝑤𝑖) ∙ f(𝑤𝑗))⁄ , f(𝑤)  is 

the number of windows containing 𝑤 in 𝑄, 𝑛 is the number of all 

windows in 𝑄 and the size of each window is set as 20. 

If 𝑝  is a unigram (𝑛 = 1) , instead of using Eq. (8), we define 

cohesiveness as the portion of the windows containing 𝑝  to all 

windows, i.e., f(𝑤) 𝑛⁄ . Besides, we also define this cohesiveness 

feature based the pseudo-relevant documents, i.e., CHSV𝑃𝑅(𝑝). 

Table 1 summarizes these feature types, and we analyze the 
effectiveness of each feature type in experiments. 

4. EXPERIMENTAL SETUP 
To evaluate our approach, we conduct the experiments as follows. 
For each query document, we generate a baseline query and employ 
a baseline retrieval model to produce an initial retrieval result. Then, 
we apply the diversification framework (see Section 3.2) with topic 
phrases. To generate the topic phrases, we use either DSPApprox 
or the learning-to-rank method (see Section 3.3). 

4.1 Test Collections  
We use two different document collections. The first one contains 
USPTO (United States Patent and Trademark Office) patents 
provided by NTCIR-6 [15]. This collection contains 981,948 
patents published from 1993 to 2000. To develop query patents 
(new patents), we randomly select 150 patents published in 2000, 
ensuring that their citations list more than 20 patents, and at least 
90% of them are included in the collection. As done in [15], we 
consider patents cited in each query patent as “relevant”, and 22.64 
relevant documents are found on average. We call this collection 
USPTO. The other collection we use is the CLEF-IP 2010 [35] 
corpus which contains 2.6 million EPO (European Patent Office) 
patents. We randomly select 300 query patents from the query 
patent pool they provide. Although the query documents are 
described in the three official EPO languages (English, German, 
French), we only work with English documents. Relevance 
assessments are provided, which also use the citations listed in each 
query patent (see [35] for more details). The average number of 
relevant documents is 28.87, and we call this collection EPO. 
Queries and documents are stemmed using the Krovetz stemmer 
and standard stop-words are removed. 

4.2 Evaluation Metrics 
Since we attempt to diversify patent search results, we use 
conventional IR evaluation metrics to measure retrieval 
effectiveness as well as diversity metrics which measure “diversity” 
on retrieval results. For measuring relevance, we utilize MAP, 

                                                                 

2 http://www.wipo.int/classifications/en/  

NDCG, and Recall, which are typically used for adhoc retrieval 
tasks. In addition, PRES [31] is adopted, which is particularly 
designed for recall-oriented search tasks. This metric reflects the 
normalized recall incorporated with the quality of ranks of relevant 
documents observed within the maximum numbers of documents 
that the user examines (see [31] for details).  

As diversity metrics, NRBP [7], α-NDCG [8], ERR-IA (a variant 
of ERR [5]), MAP-IA [1], and subtopic recall (S-Recall) are used. 
These metrics penalize redundancy in retrieval results, i.e., how 
much of the information in each retrieved relevant document the 
user has already obtained in earlier ranks. Note that these have been 
used as standard metrics for diversity tasks in TREC [6]. Since 
patent examiners (i.e., the search users) typically examine 100 
patents on average in the invalidity search processes [22], we 
assume that the top 100 ranked documents are used to calculate the 
value of each metric. 

4.3 Topic Relevance Judgment 
Although we develop the list of relevant documents for each query 
patent, the diversity metrics require the identification of query 
aspects for the relevant documents. In other words, for each query 
patent, we need to group relevant documents if they belong to the 
same topic. The manual judgments required for this would be too 
laborious, and patent experts are essential because they can fully 
understand patent topics. To alleviate this, we devise a semi-
automatic method. Each patent document contains a list of IPC 
(International Patent Classification) 2  codes that classify the 
document into a hierarchical taxonomy. As an example, the IPC 
code “H01S 3/14” indicates the patents related to “lasers 
characterized by the material used as the active medium”. So, we 
exploit these codes to generate the topics of each query patent as 
follows.  

Given a query patent, we first extract all IPC codes from its relevant 
documents. We sort the codes in descending order of the number of 
corresponding relevant documents, i.e., 𝑐𝑎 ≻ 𝑐𝑏 if #rel(c𝑎) >#rel(c𝑏)  where #rel(c)  indicates the number of relevant 

documents containing the code c. Then, we scan from the top and 

remove the code if it covers all relevant documents (i.e., #rel(c) =|𝑅|) because such a code is too general and does not help to measure 
true diversity. After this, we assume that each remaining code can 
represent a topic for the query patent, and map relevant documents 
to their corresponding topics. In our experiments, the queries in 
USPTO and EPO include 4.94 and 8.66 topics, respectively.  

Since patent documents generally contain IPC codes, it could be 
argued that diversification can be performed using IPC codes that 
appear in initial retrieval results. That is, the topic set for each query 
patent is directly estimated by the IPC codes, i.e., 𝑇 = {𝑡1 =c𝑎, 𝑡2 = c𝑏 , … }. However, the topics of IPC codes are very abstract 

and general, e.g., “H01F 1/01” means “magnets or magnetic 
bodies of inorganic materials”. Thus, many documents in the initial 
retrieval result are related to the same IPC topics, and the 
diversification algorithm may not perform effectively. Instead, we 
assume that true topics in a query patent are more specific and 
concrete. So, we generate sufficient topic phrases for representing 
detailed topics (as described in Section 3.3). In addition, we 
consider IPC codes as a crude estimation for true topics, and use 
them for only evaluating diversity in retrieval results. In the future, 
we are able to evaluate the IPC-based diversification approach if 
manually judged query aspects are provided.  

Table 1. Four Types of Ranking Features 

Type Features 

Relevance 

Query Relevance (QR) by Title and Abstract, 
QR by Claim, QR by Description, Pseudo 
Relevance (PR) by Title and Abstract, PR by 
Claim, PR by Description 

Importance 
Inverse Collection Term Frequency, Inverse 
Document Frequency, Word Count, Query 
Clarity [9],  Query Scope [19] 

Predictiveness 
Query Document-based (PredictQ), Pseudo-

Relevant-based (PredictPR)   

Cohesiveness 
Query Document-based (CHSVQ), Pseudo-

Relevant-based (CHSVPR)  
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4.4 Baseline Retrieval Generation 
To generate initial retrieval results, automatic patent query 
generation methods were employed. Three query generation 
methods (i.e., [16][33][42]) were tested, and EX-RM [33] was 
chosen as a baseline method because it significantly outperformed 
the others in our initial experiment using the USPTO collection. 
Following previous work [33], we first generate unigram queries 
by ranking the single terms in query documents; we derive unigram 
language models based on query documents, and use Kullback-
Leibler divergence between query models and collection models 
for the ranking. Then, the original queries are expanded by 
relevance models derived from the same IPC documents (i.e., the 
documents containing at least one common IPC code of the query 
patent). This expanded query is called EX-RM. In addition to this, 
noun phrases from query documents are selectively appended to the 
EX-RM query (EX-RM-NP) because in the experiments of [33] 
some queries are degraded by added phrases. In our work, we only 
use EX-RM as a baseline query since selection of effective noun 
phrases requires more complex statistical learning, and EX-RM-NP 
could not significantly outperform EX-RM over all queries (see 

[33]). For retrieval, we use the Indri language model framework 
[40].  

To develop baseline retrieval results for EPO, we use the method 
described in [29], which performed effectively on the same corpus 
in CLEF-IP 2010 [35]. Briefly, each query patent was processed by 
lemmatization and key-phrase extraction, and lemmas and 
extracted phrases were indexed separately. Then, Okapi BM25 and 
Indri were used for producing multiple retrieval results, and a SVM 
regression was employed to merge the different retrieval results 
(see [29] for more details). 

4.5 Parameter Settings 
The diversification algorithm described in Section 3.2 is applied to 
the top 200 documents in initial retrieval results. For web search 
tasks, the PM-2 performed better with top 50 documents [10], but 
prior-art search requires the examination of more documents (e.g., 
top 100 documents [22]). Thus, we empirically use top 200 
documents, and consequently, the topic phrase identification 
techniques (i.e., DSPApprox and the learning-to-rank method) are 
also performed with these top 200 documents. In addition, we need 

Table 2: Retrieval Results using Relevance Metrics. The baseline retrieval results for USPTO are generated by the query 

generation method described in [33], and the baseline for EPO uses the retrieval model proposed in [29]. DSP and LTR denote 

DSPApprox [11] and our learning-to-rank topic identification method (Section 3.3), respectively. In each column, a significant 

improvement over each method is marked by the first letter of the method, e.g., B indicates improvement over Baseline, and the 

paired t-test is performed with p < 0.05. The best performance is marked by bold. Each retrieval result is truncated at rank 100. 

Collection Method MAP PRES NDCG Recall@20 Recall 

USPTO 

Baseline 
0.1221  

(0.0%) 

0.3441 

(0.0%) 

0.3112 

(0.0%) 

0.1849 

(0.0%) 

0.4261 

(0.0%) 

DSP 
0.1473 B 

(+20.64%) 

0.3643 B 

(+5.86%) 

0.3483 B 

(+11.92%) 

0.2109 B 

(+14.06%) 

0.4282 

(+0.49%) 

LTR 
0.1568 BD 

(+28.42%) 

0.3789 BD 

(+10.10%) 

0.3596 BD 

(+15.55%) 

0.2216 BD 

(+19.85%) 

0.4441 BD 

(+4.22%) 

EPO 

Baseline 
0.2414 

(0.0%) 

0.5030 

(0.0%) 

0.4328 

(0.0%) 

0.2369 

(0.0%) 

0.5159 

(0.0%) 

DSP  
0.2481 B 

(+2.78%) 

0.5070 

(+0.79%) 

0.4416 B 

(+2.03%) 

0.2447 B 

(+3.29%) 

0.5166 

(+0.14%) 

LTR  
0.2585 BD 

(+7.08 %) 
0.5109    

(+1.57%) 

0.4546 BD 

(+5.04%) 

0.2543 BD 

(+7.34%) 
0.5189 

(+0.58%) 

Table 3: Diversification Results. Base indicates the method to generate initial retrieval results for each collection ([33] is used for 

USPTO, and [29] is employed for EPO). DSP and LTR denote DSPApprox [27] and our learning-to-rank topic identification method 

(Section 3.3), respectively. In each column, a significant improvement over each method is marked by the first letter of the method, 

e.g., B indicates improvement over Baseline, and the paired t-test is performed with p < 0.05. Also, the best performance is marked 

by bold. Each retrieval result is truncated at rank 100. 

Collection Method NRBP α-NDCG ERR-IA MAP-IA S-Recall 

USPTO 

Baseline 
0.1662 

(0.0%) 

0.4158 

(0.0%) 

0.2015 

(0.0%) 

0.0832 

(0.0%) 

0.7074 

(0.0%) 

DSP 
0.2299 B 

(+38.35%) 

0.4850 B 

(+16.64%) 

0.2607 B 

(+3.55%) 

0.1007 B 

(+7.24%) 

0.7088 

(+0.19%) 

LTR 
0.2370 BD 

(+42.63%) 

0.4914 B 

(+18.18%) 

0.2686 BD 

(+13. 10%) 

0.1057 B 

(+22.10%) 

0.7186 B 

(+1.58%) 

EPO 

Baseline 
0.1312 

(0.0%) 

0.4345 

(0.0%) 

0.1650 

(0.0%) 

0.1289 

(0.0%) 

0.6256 

(0.0%) 

DSP 
0.1433 B 

(+9.22%) 

0.4493 B 

(+3.41%) 

0.1766 B 

(+7.03%) 

0.1314 B 

(+1.94%) 

0.6257 

(+0.02%) 

LTR 
0.1446 B 

(+10.21%) 

0.4522 B 

(+4.07%) 

0.1778 B 

(+7.76%) 

0.1325 B 

(+2.79%) 
0.6296 

(+0.64%) 

 



to tune two free parameters for this algorithm, i.e., 𝜆 and 𝜇 (see Eq. 
(2) and Eq. (3)). For this, we consider each value in the range of [0.1,1.0]  with an increment of 0.1. Also, the topic phrase 

identification techniques require the free parameter, i.e., k, which 
indicates the number of topic phrases to be extracted from the 
candidate pool. We consider k = {5, 10, 20, 40, 60, 80, 100}. For 
fair comparison, tuning for these parameters is performed under 10-
fold cross-validation with random partitioning; we randomly divide 
all queries into 10 partitions, and conduct 10 different tests in which 
each case tests with 1-partition queries by training with the other 9-
partition queries. The learning-to-rank topic identification is also 
performed using the same 10-fold cross-validation. Note that the 
average number of phrases in the pool is 487.17 and 313.89 over 
USPTO and EPO query patents, respectively. 

5. RESULTS 

5.1 Retrieval Effectiveness 
We first verify the retrieval effectiveness of the ranked results 
obtained by each method. Table 2 shows the evaluation results 

using both USPTO and EPO. In that, DSP and LTR denote 

diversification using DSPApprox and the learning-to-rank topic 
identification, respectively. Each retrieval result is truncated at rank 
100. For each retrieval result, its retrieval effectiveness is measured 
by the relevance metrics (i.e., MAP, NDCG, PRES, and recall), and 
we report an average value of each metric over the query patents in 
each corpus.  

First, our diversification framework can significantly improve 
baseline retrieval results on most metrics, while recall (at 100) is 
only improved by LTR using the USPTO collection. That is, the 
diversification keeps the relevant documents appearing in the initial 
rank results, and effectively promotes their ranks. This is what we 
intended by Eq. (3) (in Section 3.2) and the promoted relevant 
documents would be related to more topic phrases since the 
diversification algorithm can place the documents for salient topics 
at higher ranks. In addition, this result is important because, using 
the diversification, patent examiners are more likely to find relevant 
patents in early ranks. To highlight this, we measure early recall 
(recall@20) that can identify the extent of the relevant documents 
promoted from relatively lower ranks (i.e., below the top 20).  From 
this, we observe that the diversification can retrieve significantly 
more relevant documents at rank 20. Moreover, the MAP and 
NDCG scores increase if we use either LTR or DSP for the topic 
phrase identification, which also supports the same result. Second, 
LTR looks more effective than DSP in terms of relevance metrics. 

In USPTO, LTR significantly outperforms DSP in all cases. In 

particular, recall (at 100) is significantly improved by LTR, which 

means that the topics identified by LTR can help to promote the 
relevant documents initially ranked below the top 100 and patent 
examiners can find more relevant documents by LTR. However, in 

EPO LTR is significantly better in terms of MAP, NDCG, and early 
recall while PRES and recall scores are not significantly improved. 
This is because in EPO LTR is not helpful to promote the relevant 
documents initially ranked below the top 100 and PRES is 
significantly affected by recall performance (Note that PRES 
reflects the normalized recall). Comparing to EPO, the baseline 
retrieval of USPTO poorly performs (e.g., 0.4261 vs 0.5159 in 

recall), and LTR may have more chances to promote the relevant 
documents initially ranked below the top 100 in USPTO. 

5.2 Diversification Performance 
Next, we evaluate the “diversity” of retrieval results obtained by 
each method. Specifically, we measure the values of NRBP, α-
NDCG, ERR-IA, MAP-IA, S-Recall at overall ranks. Table 3 
presents the diversity-based evaluation results. First, for both 
collections, our diversification approach is effective for generating 
significantly more diversified results. The diversity performance in 
USPTO is especially improved, e.g., +42.63% is achieved in terms 
of NRBP. This result indicates that the diversification can increase 
the ranks of relevant documents related to diverse topics, and 
enabling the user to recognize the diverse aspects of query patents. 
Second, the sub-topic recall is less improved by the diversification. 
We believe the cause of this result is that within rank 100, the 
baseline has already found sufficient amounts of each topic from 
retrieved relevant documents. Thus, the diversification may not 
find new topics not covered by the initial retrieval results. Third, 
the diversification performance in USPTO looks better than that in 
EPO whereas the retrieval effectiveness measured in EPO is much 
better than that measured in USPTO (see Table 2). This is because 
the relevant documents in EPO includes more topics, i.e., the 
(average) number of topics in relevant documents of USPTO and 
EPO is 4.94 and 8.66, respectively. Thus, the retrieval results for 
USPTO easily contain relatively more topics, i.e., the ratio of found 
topics to the whole topics. Lastly, different from the relevance 
results (Table 2), LTR is significantly better than DSP in terms of 
only NRBP and ERR-IA when using the USPTO collection. As 
discussed in the relevance results, the ranks of the overall relevant 
documents in USPTO are largely promoted by LTR (see Table 2), 
and such improvements may influence on the NRBP and ERR-IA 
measures. 

Although we use the diversity measures for the evaluation, prior-
art search primarily focuses on retrieving more relevant documents 
and improving retrieval effectiveness is more significant. However, 
more diversified results can be useful as the users can recognize 
diverse aspects of the query patent. Furthermore, our diversification 
approach does not miss the relevant documents in initial retrieval 
results, and improved retrieval effectiveness is promising because 
more relevant documents are found at early ranks. 

5.3 Feature Analysis 
We now provide an analysis of features used in the learning-to-rank 

topic identification (LTR) described in Section 3.3. As summarized 
in Table 1, we use four different types of features for LTR, and 
conduct another experiment to examine the influence of each 
feature type for diversification. Since calculating the effects of 
some features on the topic phrase identification is very difficult, we 
indirectly measure their effectiveness by performing diversification 
using the topic phrases generated by the target features. We first 

extract topic phrases by LTR using all features with 10-fold cross-
validation, and diversify initial retrieval results. Then, following 

Table 4: Feature Analysis using USPTO. In each column, a 

* indicates a significant difference from {All}, and the 

paired t-test is performed with p < 0.05. Each metric is 

measured by the top 100 documents of retrieval results. 

Features MAP NRBP {All}  
0.1568 

(0.0%) 

0.2370 

(0.0%) {All} − {Cohesiveness}  
0.1534 
(–2.17%) 

0.2291 
(–3.33%) {All} − {Relevance}  

0.1465* 
(–6.57%) 

0.2223* 
(–6.20%) {All} − {Importance}  

0.1407* 

(–10.27%) 

0.2171* 

(–8.40%) {All} − {Predictiveness}  
0.1355* 
(–13.58%) 

0.2084* 
(–12.07%) 

 



the same partitions, we identify topic phrases by all features except 
for one feature type, and run the diversification with the identified 
phrases. After this, we observe the final performance change by the 
feature drop, i.e., how much the topic phrase identification depends 
on the dropped feature type. Note that the parameters for this 
experiment are the same as used previously. 

Table 4 shows the feature analysis using the USPTO collection 
where LTR is notably effective. In that, we use MAP and NRBP 
(by top 100 documents) for the analysis. First, all the features we 
used seem to have positive effects on diversification. Whenever a 
feature is dropped, the value of every metric decreases. Second, the 
cohesiveness features look less influential than the others since 
these features may not cause a significant decrease in both MAP 
and NRBP metrics. One possible reason for this is that the PMI 
values to represent “cohesiveness” of topic phrases (see Section 
3.3.2) might be less effective to find “relevant” phrases (i.e., useful 
for retrieving relevant documents). However, we additionally 
identify other significant features, i.e., relevance and importance 
that represent the relevance of phrases to each section of query 
patents and their predicted effectiveness to retrieve relevant 
documents (i.e., query performance predictors). 

5.4 Qualitative Analysis 
In this section, we provide a qualitative analysis of our topic phrase 
identification using an example. Table 5 shows the top 5 topic 
phrases generated for an example query patent (which is in the same 
as Figure 1 in Section 1). The application in this patent provides 
profiled information about computer system usage, and several 
modules such as Basic Input Output System (BIOS), Operating 

System (OS), and Profile Server make up the whole system. For 
this query patent, the baseline performs reasonably well (its average 
precision score is slightly higher than MAP over all queries (see 
Table 2)), and diversification is effective for improving the initial 
retrieval result. 

One observation is that DSPApprox can identify phrases that 
describe other query terms, i.e., phrases with high predictiveness. 
For example, “computer device” appears to be highly 
representative for the peripheral devices used for BIOS, e.g., printer 
and keyboard, and “event” stands for the actions recorded in the 
usage profile, e.g., re-boot and shut-down. On the other hand, our 

learning-to-rank method (LTR) can recognize key phrases that 
describe significant topics in the query patent and that are more 
effective for retrieving relevant documents. As an example, “user 
profile data” and “BIOS module” are important components for the 
application, and as discussed in Section 1 (using Figure 1), we 
assume that such components may form query topics. In addition, 
these phrases are related to several relevant documents for this 
query patent (see Figure 1). Moreover, the other phrases, e.g., “boot 
process” and “boot time” are also effective for retrieving relevant 
documents such as “Reducing operating system start-up/boot time 
through disk block relocation” (the title of a relevant document for 
this query patent). 

Another interesting observation is that DSPApprox favors unigram 
phrases. Although we use the same phrase pool for both methods, 
unigram phrases are more highly ranked by DSPApprox. This bias 
can be caused by the high predictiveness scores of one-word 
phrases since they tend to co-occur with more terms than multi-
word phrases. The LTR method uses a supervised learning 
framework, and the weight on the predictiveness feature can be 
effectively controlled. 

6. CONCLUSION 
In this paper, we addressed the problem of diversifying patent 
search results based on query patents. To solve this, we propose a 
phrase-level diversification approach. Given an initial retrieval 
result of each query patent, we identify topic phrases to represent 
underlying query topics, and diversify based on the identified 
phrases. Through experiments, we showed that this phrase-level 
diversification can improve patent search results in terms of 
retrieval effectiveness and diversity. In addition, we devise a 
learning-to-rank method to identify topic phrases, and verify its 
effectiveness in comparison to the state-of-the-art topic term 
identification algorithm. One advantage of our approach is that 
laborious human effort to generate training examples or relevance 
judgments is not required, and this can help to reproduce the 
proposed work. However, evaluation with manually-judged 
relevance and diversity topics could help to verify the practical 
effectiveness of our method. This is left for future work. In addition, 
we plan to apply our approach to other domains (e.g., legal search), 
and verify its generalizability. 
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