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ABSTRACT

In traditional relevance feedback, researchers have explored relevant document feedback, wherein, the query representation is updated based on a set of relevant documents returned by the user. In this work, we investigate relevant query feedback, in which we update a document’s representation based on a set of relevant queries. We propose four statistical models to incorporate relevant query feedback.

To validate our models, we considered anchor text of incoming links to a given document as feedback queries and performed experiments on the home-page retrieval task of TREC 2001. Our results show that three of our four models outperform the query-likelihood baseline by at least 35% in MRR score on a test set.
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1. INTRODUCTION

Relevance feedback is a widely reported and largely successful technique in Information Retrieval. In traditional relevance feedback, the user’s query is reformulated using a list of relevant documents returned by the user. The main idea consists of selecting important terms from the relevant documents and enhancing the importance of these terms in the new query [1].

In the recent past, language modeling [11] has become very popular in IR owing to its sound theoretical basis and good empirical success. In the language modeling framework, one associates a unique probability distribution of words in the vocabulary, called the language model $M_D$, to each document $D$ and estimates the relevance of the document to a given query $Q$ by the probability of its generation from the document as shown below.

$$P(Q|M_D) = \prod_{w \in Q} P(w|M_D) = \prod_{w \in Q} \left(\lambda P(w|D) + (1-\lambda)\tilde{P}(w|C)\right)$$

(1)

In a recent paper [12], Robertson discussed a few potential problems of the language modeling framework with respect to the event spaces being modeled. Since the language model expresses the probability of a query given a document, the event space would consist of queries in relation to a particular document and these event spaces would be unique to each document. Under this interpretation, the query-likelihood scores of different documents for the same query would not be comparable because they come from different probability distributions of different documents for the same query feedback.

However, it would support relevant query feedback for a given document because the queries come from the same event space. We believe the theoretical issues raised by Robertson are still unresolved, but the discussion motivated us to investigate the problem of relevant query feedback in the framework of language modeling. We believe that apart from the theoretical motivation, the current investigation of relevant query feedback finds its utility in practical retrieval systems where users’ feedback is available.

The problem of relevant query feedback, which is the flip side of relevant document feedback, consists of updating a document’s representation given a set of queries relevant to the document. Although this is analogous to relevant document feedback, it is not quite the same. The entities that are feedback in the present context are very sparse while the document itself is richer in features.

In this work, we propose four statistical models for relevant query feedback in the language modeling framework. The reminder of this report is organized as follows. In section 2 we present a brief overview of the past work done in modeling relevant query feedback. In section 3, we describe the statistical models we built to incorporate relevant query feedback in the language modeling framework. We describe our experimental setup and present the results on the home-page finding task of TREC 2001 in section 4. We conclude the report with a brief discussion on future work in section 5.

2. RELATED WORK

Salton [14] discussed relevant query feedback in the context of dynamic document space modification. In [15, page 145], the idea is elegantly expressed as follows. “...when a number of documents retrieved in response to a given query are labeled by the user as relevant, it is possible to render these documents more easily retrievable in the future by making each item somewhat similar to
the query used to retrieve them . . . ".” Salton reported that the enhanced document representation thus obtained improved the recall and precision values up to 10% for future queries [15]. Empirical techniques that exploit term co-occurrences in query-relevant document pairs are described also in [5] and [17].

In probabilistic models, [7] looks at a learning network approach to IR that learns from queries. The work done by Berger and Lafferty [2] on applying translation model to IR can be viewed as an idea of exploring the correlation between documents and relevant queries. In the framework of language modeling, [9] discusses the similarity and difference of the language modeling approach and the classic probabilistic models, including the different possibilities for feedback.

The following section describes the four models we propose for relevant query feedback.

3. STATISTICAL MODELS

3.1 Mixture model

In this approach, we assume that a document’s language model is a mixture of multiple component distributions where each component is associated with a prior probability of generation. Accordingly, the generative probability of a word \( w \) with respect to the document language model \( M_D \) is given by

\[
P(w | M_D) = \sum_z P(w | Z)P(Z | M_D)
\]  

(2)

where \( Z \) is a component distribution and \( P(Z | M_D) \) is the component’s prior. An underlying assumption here is that a word’s generative probability is conditionally independent of the document model \( M_D \) given the component \( Z \). A graphical representation of the model is shown in figure 1. Considering the document \( D \), the set of feedback queries \( F \) and the collection \( C \) as the components, the document’s new language model becomes

\[
P(w | M_D) = \alpha \hat{P}(w | D) + \beta \hat{P}(w | F) + (1 - \alpha - \beta) \hat{P}(w | C)
\]  

(3)

The model now consists of two parameters \( \alpha \) and \( \beta \) which are typically set by tuning for optimal performance on a training set.

3.2 Dependency model

In the Dependency model, we assume that both the document \( D \) as well as the set of feedback queries \( F \) depend on the words \( w \) that they consist of. The resulting Bayesian network is shown in a graphical representation in figure 2. We are interested in computing \( P(w | D, F) \), the document language model given the evidence of the document content and the set of relevant queries. This can be evaluated from the Bayesian network as follows:

\[
P(w | D, F) = \frac{P(D, F | w)P(w)}{\sum_v P(D, F | v)P(v)}
\]  

(4)

\[
= \frac{P(D | w)P(F | w)P(w)}{\sum_v P(D | v)P(F | v)P(v)}
\]  

(5)

\[
= \frac{P(w | D)P(w | F)}{P(w)}
\]  

(6)

While steps 4 and 6 follow from Bayesian inversion, step 5 follows from the conditional independence of \( D \) and \( F \) with respect to \( w \) that follows from the definition of the Bayesian network in figure 2. We assume that the conditionals \( P(w | D) \) and \( P(w | F) \) are given by the smoothed unigram models of the document and relevant query set as shown below.

\[
P(w | D) = \alpha \hat{P}(w | D) + (1 - \alpha) \hat{P}(w | C)
\]  

(7)

\[
P(w | F) = \beta \hat{P}(w | F) + (1 - \beta) \hat{P}(w | C)
\]  

(8)

The summation in equation 6 is over the entire vocabulary. The evaluation of this expression is computationally prohibitive as it involves evaluating the entire sum for each retrieved document. However, the expression can be greatly simplified by expanding it out as shown below.

\[
\sum_v \frac{P(v | D)P(v | F)}{P(v)} = \sum_{v \in D \cup F} \frac{P(v | D)P(v | F)}{P(v)} + \sum_{v \in C \cap (D \cup F)} \frac{P(v | D)P(v | F)}{P(v)}
\]  

(9)

where \( \ominus \) is the set difference operator. Next, we note that

\[
\forall v \in C \ominus (D \cup F):
\]

\[
\hat{P}(v | D) = 0 \quad \& \quad \hat{P}(v | F) = 0
\]

\[
\implies \frac{P(v | D)P(v | F)}{P(v)} = (1 - \alpha)(1 - \beta) \hat{P}(v | C)
\]  

(10)

In step 10, we used equations 7 and 8 and assumed that the prior probability of a word \( P(v) \) is equal to its empirical distribution in the general English corpus \( \hat{P}(v | C) \). Now, plugging 10 back in 9 and using the axiom that probabilities add up to unity, we get

\[
\sum_v \frac{P(v | D)P(v | F)}{P(v)} = \sum_{v \in D \cup F} \frac{P(v | D)P(v | F)}{P(v)} + (1 - \alpha)(1 - \beta) \times \left(1 - \sum_{v \in D \cup F} \hat{P}(v | C)\right)
\]  

(11)

Notice that the summation now is only over the vocabulary of \( D \) and \( F \). Although the evaluation of the expression in equation 11 is still expensive, it is definitely more tractable than the original expression in equation 6. The dependency model too, consists of two parameters \( \alpha \) and \( \beta \) which need to be tuned for optimal performance.

3.3 Density Allocation

In this model, we assume that the probability distribution of the document is a random vector variable \( \mathbf{x} \), and there is a prior distribution \( P_M(\mathbf{x}) \) on this variable. Hence, in this model, generating a query \( Q \) involves sampling a distribution \( \mathbf{x} \) from the prior \( P_M(\mathbf{x}) \) and then sampling the query terms independently from the distribution \( P_L(\mathbf{x}) \) [8]. Accordingly, the generative probability of a query
with respect to the document model $P(Q|M)$ is given by

$$P(Q|M) = \int \left( \prod_{i=1}^{\lvert Q \rvert} P_x(w_i) \right) P_M(x) dx$$ (12)

If we represent the smoothed unigram document language model of equation 1 as a vector $D$, we can obtain the same model from Density Allocation by choosing a sharp prior $P_M(x)$ such as a Dirac function that is centered around $D$ as follows:

$$P_M(x) = \lim_{\epsilon \rightarrow 0} \frac{1}{\sqrt{4\pi\epsilon}} e^{-\frac{\|x-D\|^2}{4\epsilon}}$$ (13)

In the presence of the evidence of feedback queries, we assume that the prior distribution is concentrated around two distributions, namely, the smoothed document model $D$ and the smoothed feedback model $F$ as defined in equations 7 and 8. The new Dirac prior is then given by

$$P_M(x) = \lim_{\epsilon \rightarrow 0} \frac{1}{\sqrt{4\pi\epsilon}} e^{-\frac{\|x-D\|^2 + \|x-F\|^2}{4\epsilon}}$$ (14)

Performing the integration in equation 12 using this prior, we simply obtain

$$P(Q|M) = \prod_{i=1}^{\lvert Q \rvert} P_D(w_i) + \prod_{i=1}^{\lvert Q \rvert} P_F(w_i)$$ (15)

$$= \prod_{i=1}^{\lvert Q \rvert} (\alpha \hat{P}(w_i|D) + (1 - \alpha) \hat{P}(w_i|C)) + \prod_{i=1}^{\lvert Q \rvert} (\beta \hat{P}(w_i|F) + (1 - \beta) \hat{P}(w_i|C))$$ (16)

Similar to the other two models discussed above, the Density Allocation model requires tuning of the parameters $\alpha$ and $\beta$.

3.4 Maximum Likelihood model

In this model, we leverage the evidence of relevant queries to optimize the smoothing parameter $\lambda$ of the basic language model in equation 1. More formally, we want to find the value of $\lambda$ that maximizes the likelihood of relevant set of queries $F$ given the document model $M_D$. Mathematically, we can write:

$$\lambda_{opt}(D) = \arg \max_\lambda P(F|M_D)$$

$$= \arg \max_\lambda \prod_{i=1}^{\lvert P \rvert} P(w_i|M_D)$$

$$= \arg \max_\lambda \prod_{i=1}^{\lvert P \rvert} (\lambda \hat{P}(w_i|D) + (1 - \lambda) \hat{P}(w_i|C))$$ (17)

Since the domain of $\lambda$ is restricted (0 < $\lambda$ < 1), it is quick and easy to find optimal $\lambda$ through a simple binary search. In effect, we compute the optimum value of $\lambda$ for each document and then use them in retrieval experiments. The computational effort in computing the best $\lambda$ for each document could still be very expensive especially in collections that consist of millions of documents and hence we resort to some approximations which we will describe in the following section.

4. EXPERIMENTS AND RESULTS

An ideal experimental set up to test the performance of relevant query feedback would be to collect queries and relevance judgments from users for a long period of time and then evaluate the performance of the system on a new set of queries using enhanced document representations from relevant query feedback models. However, for the system to register any significant improvement in performance on new query sets, one would need a much larger number of queries and relevance judgments that are available in the present TREC collections. Although such resources may not be feasible to procure in a commercial setting over a long period of time, we have found it impractical in our current research environment.

Hence, we have turned our attention to another valuable resource, the World Wide Web. In the web environment, researchers have considered links from one page to the other as a recommendation mechanism. Algorithms such as PageRank [10] and Kleinberg’s HITS algorithm [6] have popularized this concept by estimating the authority of a web page by its link structure. In this work, we extend this concept one step further and consider the anchor text on the incoming links to a web document as relevant queries to the document. Since anchor text is a succinct description of the content of the document it is pointing to, we believe this is a reasonable assumption.

We have used WT10G, a 10 gigabyte subset of the world wide web from TREC 2001 as our test bed. We believe the relevant queries (anchor texts) available per document (an average of 13 words per document) are large enough in number to result in a substantial enhancement in the document representation using our relevant query feedback models. We have performed our experiments on the home-page finding task of TREC 2001 web track [3]. The task involves finding the home-page requested by the query. For example, when the query “Text Retrieval Conference” is issued, the system is expected to return the home-page of TREC, which is http://trec.nist.gov.

Participants in TREC 2001 [16, 13] used several features such as document content, document structure, anchor text, link structure, URL depth, etc. in this task. In the best performing system of University of Twente [16], the authors present a mixture model similar to the one described in section 3.1. Since we are primarily interested in statistical modeling of relevant query feedback, we will confine ourselves to document content and anchor text in our experiments. As such our results are not exactly comparable with those of the TREC 2001 participants.

There are 145 queries and corresponding relevance judgments in this collection. We used the first 75 as training queries and the remaining 70 as test queries. On both the training and test sets, we used the standard language model using the document content as our baseline. We tuned our models on the training set and determined the optimal parameter values and tested them on the test set of queries using the optimal parameter values. Note that the maximum likelihood model does not need a train-test split as the model is tuned on each document based on its feedback queries. However, we still evaluate the performance of the model on the training and test sets separately for fair comparison with other models. We used the Lemur toolkit [18] for all our experiments. Preprocessing steps in Lemur include pooling in all the anchor text on the links pointing to the document and constructing an index of feedback queries. The representations of the documents are updated based on all four models and retrieval experiments are performed.

We noticed that the dependency and maximum likelihood models are very expensive to perform experiments in a short period of time. Hence we made some simplifying assumptions in our experiments. Since the baseline smoothed unigram model and the maximum likelihood model will retrieve the same documents for a given query, we used the top 250 retrieved documents from the baseline and re-ranked them using the maximum-likelihood model.
Similarly, the mixture model and the dependency model retrieve the same documents based on the occurrence of query terms in document content and the feedback queries. Hence, we re-ranked the top 250 documents of mixture model using the dependency model. This results in much faster query processing and allows for more experimentation.

The evaluations are based on three non-independent measures: the Mean Reciprocal Rank (MRR), percentage of queries for which the relevant document is found in the top 10 retrieved documents (Top-10) and percentage of queries for which no relevant document is found in the top 100 retrieved documents (Fail). The best results from all four models and the baseline unigram model on the training and test sets are presented in Figure 3. All numbers are in percentages.

We see that all the models except the maximum likelihood model improve performance on the baseline on all three evaluation measures. In particular, the mixture model seems to be the best on the training set with an improvement of 93.1% in MRR, 64.6% in Top-10 and a 62.4% drop in failure. However, the dependency model seems to be the best on the test set with an improvement of 90.5% in MRR as compared to an improvement of 62.2% of the mixture model. The maximum likelihood model, on the other hand performs worse than the baseline. Unlike the other models, the maximum likelihood model does not explicitly consider the words in the feedback queries as features in the model. The feedback queries are only implicitly used to update the model’s smoothing parameter. We believe this could be a possible reason for the failure of the model.

Figure 3: Results: bold faced numbers correspond to test set

<table>
<thead>
<tr>
<th></th>
<th>MRR</th>
<th>Top-10</th>
<th>Fail</th>
<th>Opt. parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>24.6</td>
<td>41.3</td>
<td>21.3</td>
<td>$\lambda = 0.9$</td>
</tr>
<tr>
<td>Mixture</td>
<td>28.6</td>
<td>52.9</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>Density Alloc.</td>
<td>47.5</td>
<td>68.0</td>
<td>8.0</td>
<td>$\alpha = 0.4, \beta = 0.5$</td>
</tr>
<tr>
<td>Dependency</td>
<td>46.4</td>
<td>77.1</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>Density Alloc.</td>
<td>40.4</td>
<td>60.0</td>
<td>21.3</td>
<td>$\alpha = 0.9, \beta = 0.9$</td>
</tr>
<tr>
<td>Density Alloc.</td>
<td>54.4</td>
<td>75.7</td>
<td>12.9</td>
<td></td>
</tr>
<tr>
<td>Max L’hood</td>
<td>41.3</td>
<td>68.0</td>
<td>9.3</td>
<td>$\alpha = 0.9, \beta = 0.9$</td>
</tr>
<tr>
<td>Max L’hood</td>
<td>38.7</td>
<td>71.4</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>Max L’hood</td>
<td>23.7</td>
<td>40.0</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>Max L’hood</td>
<td>27.9</td>
<td>51.4</td>
<td>15.7</td>
<td></td>
</tr>
</tbody>
</table>

5. CONCLUSIONS AND FUTURE WORK

In this work, we explored a non-traditional, document centric view of relevance feedback and built a few statistical language models to combine the features of the document’s content with those of the relevant queries. We considered anchor text in the web environment as relevant queries and implemented our relevant query feedback models on the home-page finding task of TREC 2001. We have shown using our home-page finding experiments that three of the four models perform significantly better than the baseline.

As part of the future work, we hope to implement our system on the named-page finding task of TREC-2002 [4]. The task is very similar and we believe the results should be comparable. Additionally, we hope to do the ‘actual’ relevant query feedback experiments in the future by collecting a large collection of queries and relevance judgments.
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