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Abstract A major challenge in Cross-Language Information Retrieval (CLIR)
is the adoption of translation knowledge in retrieval models, as it affects term
weighting which is known to highly impact the retrieval performance. De-
spite its importance, how different approaches for integration of translation
knowledge into retrieval models relatively perform has not been analytically
examined. In this paper, we present an analytical investigation of using trans-
lation knowledge in CLIR. In particular, by adopting the axiomatic analysis
framework, we formulate impacts of using translation knowledge on document
ranking as constraints that any cross-language retrieval model should satisfy.
We then consider state-of-the-art CLIR methods and check whether they sat-
isfy these constraints. Our study shows that none of the existing methods
satisfies all constraints. Based on the defined constraints, we propose the hi-
erarchical query modeling method for CLIR which satisfies more constraints
and achieves a higher CLIR performance, compared to the existing methods.
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1 Introduction

Performance optimization of systems for information retrieval is a long stand-
ing yet challenging problem, which has attracted a great deal of theoretical and
experimental attention in the literature. Among different types of search tasks
in information retrieval systems, evaluation of models for Cross-Language In-
formation Retrieval (CLIR) has been less thoroughly studied. CLIR systems
allow users to formulate queries in one language, usually their native language,
in order to seek information in another language. The general and promising
approach is to use some sort of translation resource for crossing the language
barrier between the query and the documents. Machine-readable bilingual dic-
tionaries do not provide sufficient coverage for CLIR due to out of vocabulary
words and neologisms. To compensate this deficiency, CLIR approaches tend
to use statistical translation models learned from other translation resources,
such as bilingual corpora, to achieve acceptable performance. Using transla-
tion models is thus essential to perform effective CLIR. Herein, we focus on
corpus-based CLIR using translation models learned from aligned corpora.

Different approaches have been proposed for the integration of transla-
tion models into retrieval systems. In keeping with the dominant approach
for translation-based CLIR, we focus on the query translation approach (Nie
2010). This type of approach for CLIR has been developed along two main
lines in terms of translation model integration: (1) representing a query based
on weighting each query term by aggregating its translations’ statistics; and
(2) representing a query by weighting translations in the target language (doc-
uments’ language). These two categories are depicted in Fig. 1. The probabilis-
tic structured query (PSQ) method (Darwish and Oard 2003) is a sample of
the first category, while cross-language information retrieval based on the lan-
guage modeling framework (henceforth referred to as the LM-based method)
belongs to the second category.

How to integrate translation models into retrieval functions significantly
impacts the performance of CLIR. This is because retrieval functions calcu-
late the score of a document based on retrieval heuristics, e.g., Term Fre-
quency (TF) and Document Frequency (DF), which, in case of CLIR, are
estimated based on how the translation model is integrated into the retrieval
process. Both PSQ and LM-based methods, as samples of the two approaches
for integration of translation models, show promising results, but none consis-
tently outperforms the other. Therefore, to improve the performance of CLIR,
there is a fundamental need for analytical investigation of the CLIR models,
primarily based on the influential factor of integrating translation models into
retrieval functions. However, to the best of our knowledge, the impacts of trans-
lation models in cross-language environments have not yet been analytically
studied.

We aim to analytically investigate the CLIR models in order to improve
the effectiveness of CLIR. Analytical investigation of CLIR models allows us to
gain more insights into the impacts of translation models on retrieval heuris-
tics. More specifically, our analytical study shows that given a translation
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Fig. 1 Existing approaches for integration of translations in cross-language information
retrieval.

model, what estimations of term frequencies or discrimination values provide
reasonable document ranking in CLIR. For this purpose, we follow the ax-
iomatic analysis approach (Fang et al 2004), where the desirable impacts of
retrieval heuristics are formulated as constraints that any reasonable retrieval
model should satisfy. This analysis has been extensively used to diagnose dif-
ferent aspects of monolingual retrieval models, and has led to significant im-
provements in the performance of monolingual retrieval (see Fang et al (2011);
Lv and Zhai (2011); Wu and Fang (2012); Clinchant and Gaussier (2013); Pal
et al (2015); Montazeralghaem et al (2017) among others).

Following the axiomatic analysis, we aim to define specific constraints on
the scoring functions of CLIR models so that they provide reasonable rankings
of documents. The first step in this task is to define constraints to regulate how
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two extremely important factors of term frequency and term discrimination
values should be estimated in the CLIR setting and used in scoring functions.
Utilization of translation resources into CLIR models makes this task par-
ticularly challenging. We propose three constraints that a reasonable CLIR
model should satisfy; two constraints on translation coverage, and one con-
straint on discrimination values of translations. The defined constraints show
important aspects of integrating translation models into scoring functions of
CLIR models.

Checking the defined constraints on the PSQ and LM-based methods as
representatives of the two different approaches for integration of translation
models, demonstrates two points: (1) State-of-the-art CLIR models and sub-
sequently their corresponding approach for integration of translation models
do not satisfy all constraints unconditionally. In case of weighting each query
term by aggregating its translations’ statistics (such as the PSQ method), doc-
uments that cover more distinct or more discriminative translations of a query
term may not be distinguished. On the other hand, in case of representing a
query by weighting its translations (such as the LM-based model), documents
covering translations of more distinct query terms may not be distinguished.
This point justifies the reason why none of the CLIR methods consistently
outperforms the other. (2) A CLIR model to perform optimally should si-
multaneously consider the statistics used in both translation-integration ap-
proaches; statistics of translations and statistics of query terms by aggregating
their translations’s statistics. This point shows the path for improving the per-
formance of existing CLIR models or proposing a new CLIR model.

Based on our findings, we improve the probabilistic structured query method
step by step so that it satisfies one more constraint at each step. We first pro-
pose an aggregation function for the frequency of a query term which is also
sensitive to the number of translations of the query term occurring in a docu-
ment. This improvement is particularly suited to the case that one translation
of a query term has a general use in the target language, then a document
which covers other more specific translations of the query term can be rele-
vant to the query with a higher probability. Second, we propose a function to
estimate discrimination values of query terms. The proposed function ranks
documents based on hierarchical estimation of discrimination values as follows;
when two translations have different discrimination values, the document cov-
ering the more discriminating translation is ranked higher. Otherwise, the
document whose covered translations of a query term have a higher aggre-
gated discrimination value is considered to be more relevant. We subsequently
combine all modifications into one final variant and propose the Hierarchi-
cal Query Modeling method for CLIR, which satisfies two more constraints
compared to the original version of the PSQ method.

Finally, we empirically evaluate the impacts of the proposed constraints
on the performance of CLIR. First, we compare the performance of PSQ and
LM-based methods, and show that the results of constraint analysis on the
CLIR methods correlate with their performance on test datasets. Second, the
stepwise improvement enables us to demonstrate the impact of satisfying each
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constraint on the performance of CLIR. Our empirical evaluation on datasets
in various languages reveals that the proposed variants of the probabilistic
structured method improves the performance of CLIR.

The remainder of this paper is organized as follows. In Section 2, we re-
view the previous work. Then, we present our proposed constraints for CLIR
models in Section 3. Following, analysis of the CLIR models with respect to
the derived constraints are reported in Section 4. In Section 5, the improved
model for CLIR is described, and defined constraints are checked against the
new proposed model. Experimental settings are described in Section 6 and the
results of our empirical evaluations are reported and discussed in Section 7.
Finally, the paper is concluded in Section 8.

2 Related Work

Axiomatic analysis, introduced by Fang et al. (2004; 2005), is based on formal
constraints that any reasonable retrieval model should satisfy. Several con-
straints have been defined for different factors impacting the performance of
monolingual information retrieval. Fang et al. (2004; 2011) defined basic con-
straints on the impacts of term frequency, document frequency, and document
length on the scores of documents. Following this line, Lv and Zhai (2011)
defined constraints regarding the normalization of term frequency to avoid
over-penalization of very long documents.

In addition to constraints on basic heuristics used in retrieval models, ax-
iomatic analysis has been applied to different components of information re-
trieval systems. For example, Clinchant and Gaussier (2011; 2013) investigate
adoption of pseudo-relevance feedback (PRF) in monolingual information re-
trieval models. Montazeralghaem et al. (2016) proposed two constraints for
pseudo-relevance feedback where one is about semantic similarity between
feedback terms and query terms and the other is about the distribution of
terms in feedback documents. Pal et al. (2015) introduced a constraint for
PRF models in the divergence from randomness framework, which is about
relevance scores of feedback documents in PRF models. Similar to that work,
Ariannezhad et al. (2017b) proposed a constraint about the effect of feedback
terms’ weights on relevance scores of feedback documents.

Similar to this line of research, some studies define constraints to regulate
query/document expansion to enable matching of semantically related terms
in addition to exact term matching (Fang and Zhai 2006; Fang 2008; Zheng and
Fang 2010; Wu and Fang 2012; Karimzadehgan and Zhai 2012). In this line,
constraints on the principles of matching related terms are defined in (Fang
and Zhai 2006; Fang 2008).

Considering other aspects that impact the performance of retrieval, Tao
and Zhai (2007) define constraints on the proximity of matched query terms
in documents and propose different proximity measures. Following this work,
Montazeralghaem et al. (2017) proposed three constraints for PRF models
on the proximity of feedback terms to query terms in feedback documents.
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Na et al. (2008) study normalization of term frequency in documents that
cover multiple topics. Gerani et al. (2012) define constraints on document
scoring by linear combination of different ranking aspects.

Information retrieval for verbose queries has also been examined using the
axiomatic analysis framework. Lv (2015) proposed a constraint to consider
the relation between query length and the term frequency decay speed. Ari-
annezhad et al. (2017a) also proposed a constraint to model relation between
query length and the term discrimination of terms for verbose queries.

The axiomatic analysis framework has also been used to define constraints
on evaluation measures for information retrieval systems in (Amigé et al 2013;
Busin and Mizzaro 2013). All these studies focus on investigating monolingual
retrieval models.

Although there is a substantial body of research on analytical study of
monolingual retrieval models, the corresponding literature on cross-language
retrieval models is very thin. Indeed, to the best of our knowledge, the only
relevant studies are (Kern et al 2009; Karimzadehgan and Zhai 2012). But,
none of these studies fulfills our goal in this article, which is to define for-
mal constraints specific to any reasonable CLIR model. In particular, Kern
et al. (2009) adopted the corrected BM25 retrieval model, proposed in (Fang
and Zhai 2005) for monolingual retrieval through axiomatic analysis, for doc-
ument ranking in CLIR. This work, which employs the optimal monolingual
retrieval function, is thus different from ours on deriving constraints on any
CLIR model. The proposed constraints in (Karimzadehgan and Zhai 2012) are
to regulate the estimation of relations between words in one language. These
monolingual word relationships, referred to as translation models, are then
used to estimate more accurate language models for documents to improve
the performance of monolingual information retrieval.

Li and Gaussier (2012) extend the information-based model for monolin-
gual information retrieval to the cross-lingual setting. The proposed retrieval
model is a dictionary-based model for CLIR, which assumes uniform weights
for all translations of a term. They also propose one constraint on CLIR mod-
els; consider a single term query, and two equal length documents where one
document has one occurrence of k different translations of the query term, and
the other document has k occurrences of one translation. Also assume that all
translations of the query term have equal discrimination values, and are all
equally good translations. The two documents then should have the same re-
trieval score with respect to that query. Li et al. Li et al (2018) extend this
CLIR constraint to queries with two terms in the similar settings. Translations
in human-constructed dictionaries differ from those in probabilistic translation
models learned from bilingual corpora (Nie 2010). Unlike probabilistic trans-
lation models, dictionaries do not contain noisy translations nor contain words
that are related to or co-occur with the translations of a term. Therefore, the
impacts of translation coverage in case of using human-constructed dictionaries
are different than those of using automatically-built probabilistic dictionaries.

Cross-language information retrieval. The task of CLIR is to score
documents with respect to a query in another language than that of the doc-
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uments. Due to the different languages of queries and documents, some sort
of processing is needed to match document terms with query terms. Cross-
language information retrieval between similar language pairs (such as Italian-
French and Chinese-Japanese (Savoy 2005)) can be performed without any
direct translation (Buckley et al 2000; He et al 2003; Mcnamee and Mayfield
2004). However, the most general approach for this task is to use translation
resources.

Translation knowledge is used in CLIR to make a comparable representa-
tion of both queries and documents. Building comparable representations of
queries and documents can be done using different strategies; by representing
both queries and documents either in the query language space, or in the docu-
ment language space, in an intermediate language space or in low-dimensional
vectors (Kraaij and de Jong 2004; Sorg and Cimiano 2012; Vuli¢ and Moens
2015). The low-dimensional vectors for the CLIR task, proposed by Vuli¢ and
Moens (2015), can be considered as an intermediate language space for queries
and documents, because word embedding is used for representation of words in
documents and queries which are in two languages. Each strategy has its own
advantages and limitations. The goal of our work is to study how to effectively
use translation knowledge to build representations in other languages, and we
focus on query translation strategy.

As mentioned in the Introduction section, different approaches for using
translation knowledge in retrieval models can be categorized into two groups.
The first category of approaches adopts the idea of translation models in
monolingual information retrieval, proposed in (Berger and Lafferty 1999),
to CLIR. The cross-lingual models proposed in (Xu et al 2001; Lavrenko et al
2002; Kraaij et al 2003) belong to the first category. More specifically, Xu
et al. (2001) used a general collection in the query language for smoothing
the new estimated language models for documents, while Kraaij et al. (2003)
smoothed the document language models using the reference language model
of document collection in the target language. In our experiments, we fol-
low the latter choice for smoothing document language models. On the other
hand, the probabilistic structured query model proposed in (Darwish and Oard
2003) belongs to the second category of approaches, where each query term is
weighted using an aggregation function on statistics of its translations.

Empirical evaluation of cross-language retrieval models are studied in (Oard
and Wang 2001). They empirically compare the performance of Pirkola’s struc-
tured queries with balanced translation for English-Chinese information re-
trieval, and show that the Pirkola’s structured query method outperforms
balanced translation.

3 Constraints on CLIR Models
The focus here is to study the corpus-based CLIR models that try to optimize

the performance of retrieval based on translation probabilities learned from
aligned corpora. Among different architectures for CLIR models, we study the
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query translation approach where queries are represented in the document rep-
resentation space. Therefore, a translation model P of the form p(w|u), which
indicates the probability of translating term « in the query language to term
w in the document language, is given. In addition, translation probabilities
are normalized in the query translation direction. The goal is to define con-
straints concerning frequencies and discrimination values of query terms that
any reasonable CLIR model based on the query translation strategy should
satisfy. Before proceeding to the formal representation of constraints, we in-
troduce some notation. The frequency of a term w in document D is denoted
by ¢(w, D). The df(w) and dv(w) represent document frequency and discrim-
ination value of term w, respectively. We denote the jth translation of query
term ¢* by t; Constraints are named following the CLIR constraints defined
by Rahimi et al. (2014).

3.1 Constraints on Translation Coverage

The goal in this section is to define constraints that concern the coverage of
distinct query or translation terms, similar to the purpose behind the TFC3
constraint on models for monolingual information retrieval (Fang et al 2011).
Generally, we aim to favor documents firstly in terms of covering more distinct
query terms and then based on containing more translation alternatives.

CL-C2 constraint. The first CLIR constraint regarding translation cov-
erage is about the coverage of translations of distinct query terms. For illus-
tration, consider the example in Fig. 2(a), where two translation terms ¢} and
t% occur in document D; with the same total number as the occurrences of
t1 and t2 in document D,. However, D; covers only the translations of one
query term ¢, while Dy covers the translations of both query terms ¢; and g¢o.
Assuming that t3 and t3 have the same discrimination value, Dy should get
a higher score since it covers translations of more distinct query terms. The
formal statement of CL-C2 is as follows:

Suppose we have a two-term query g = ¢q1¢2 and one document D. Trans-
lation model includes translations t} and t} for query term ¢; and translation
ty for o, where p(t}lq1) = p(t}|g2). Also assume that among all translations of
query terms, document D covers only one translation ¢} of query term g; . If two
translations t} and t} have the same discrimination value, i.e., dv(t}) = dv(t),
then s(q, D1) < s(q, D2), where D1 = D U {t;} and Dy = D U {t3}.

CL-C3 Constraint. This constraint is about the coverage of different
translation alternatives of a query term. As an illustration, consider the exam-
ple in Fig. 2(b). Two documents D; and D5 have the same total occurrences of
t1 and to, which are translations of query term ¢ with equal probabilities. How-
ever, Dy covers two distinct translations of query term ¢, while D; covers only
one translation of q. Assuming that t; and to have the same discrimination
value, Dy should get a higher score with respect to query q.

Suppose we have a one-term query ¢ = ¢ and two documents D; and
Dy with the same length. Translation model includes translations ¢; and t;
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(a) CL-C2 constraint (b) CL-C3 constraint

Fig. 2 Examples of CLIR constraints on translation coverage.

Fig. 3 Example of CL-C4 constraint regarding query term discrimination.

for query term ¢ with p(t1|q) = p(t2|q) probabilities. Also assume that two
documents have equal frequencies of translation terms, ¢(t1, D1) 4 c(t2, D1) =
c(t1, D2) + c(t2, D2) where c(t2, D2) > 0 and c(t1, D2) > 0, but c¢(t2, D1) = 0.
If two translations have the same discrimination value, i.e., dv(t;) = dv(t2),
then s(¢, D1) < s(g, Da).

This constraint can be derived based on the concavity of scoring functions.
The CL-C3 constraint is merely a tiebreaker rule when ¢; and ¢, are synonyms.
In the setting of our study, where translation models contain related words,
satisfying this constraint can have an effect similar to that of query expansion.

3.2 Constraint on Term Discrimination Values

The constraint defined in this section regulates the interaction between fre-
quencies and discrimination values of query terms.

CL-C4 constraint. The intent of this constraint is to ensure that adding
a translation alternative with a higher discrimination value to a document
increases the score of the document more. Fig. 3 shows an example of this
constraint. In this sample, two documents D; and D5 have the same total
number of occurrences of two translation alternatives of query term g. When
the two translation alternatives have the same translation probability, the doc-
ument which has more occurrences of the more specific translation alternative
should get a higher score.

The CL-C4 constraint can be formalized as follows. Suppose we have a one-
term query q = ¢ and document D. Translation model includes translations ¢,
and to for query term g with the same translation probability, p(t1]q) = p(t2|q)-
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Also, assume that dv(t1) > dv(ta). If ¢(t1, D) < c(t2, D), D1 = DU {t1}, and
Dy = D U {ty}, then one should have s(q, D1) > s(q, D2).

This constraint states that adding a translation alternative of the query
term that has a higher discrimination value increases the retrieval score of a
document more. Therefore, translation alternatives with higher discrimination
values are preferred to be added to a document. The ¢(t1, D) < ¢(t2, D) con-
dition, avoids over-favoring translation alternatives with high discrimination
values.

4 Constraint Analysis on CLIR Models
4.1 Representative CLIR Models

In this section, we briefly describe two CLIR models which seek to optimize
retrieval effectiveness through reliance on obtained translation probabilities
from aligned corpora.

PSQ method. In this method (Darwish and Oard 2003), translation prob-
abilities are considered in the computation of term frequencies and document
frequencies of query terms as follows:

e(a: D) = 3 pltla;) x clt, D). 1)

teVry

df(q:) = Y pltlg:) x dE(D), (2)

teVr

where ¢t € Vr is a term belonging to the vocabulary set of the target language
(the language of documents), ¢; € q is a query term, p(t|g;) is the probability
of translating word ¢; into word ¢, and df(.) represents the document frequency
of a term. These estimates of term and document frequencies are then used in
BM25 retrieval model to score document D with respect to query g. In BM25
retrieval model for monolingual information retrieval, the score of a document
with respect to a query is computed using:

Sem2s(q, D)
_ vla (k1 +1) x c(gi, D) (k3 +1) x c(gi, q)
- q;[) (d (&) > ki((1-b)+ biﬂl) +¢(qi, D) . ks + c(qi, q) )’ ®)

where ki and k3 are free parameters, and avdl denotes the average length
of documents in the collection. The discrimination values of query terms can
be evaluated in different ways. We follow the below estimation so that BM25
retrieval model satisfies all term-frequency constraints (Fang et al 2011).

N+1

); (4)
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where N is the number of documents in the collection. In the following analysis,
we assume that the adopted BM25 retrieval model in the PSQ method satisfies
all term-frequency constraints unconditionally.

LM-based model. The KL-Divergence retrieval model provides a uni-
fied framework for translation and retrieval steps in CLIR (Nie 2010). In the
query translation approach, a new language model is built for the query and
documents are ranked using:

Stat-based (@, D) = > p(t]6;) log p(tlfp), (5)
teVry

p(tl6;) ~ > p(t|s)p(sl6y), (6)
s€Vs

where s and ¢ are source and target words respectively, p(t|s) indicates the
translation probability, 8, represents the query language model in the source
language, ¢; denotes the new language model in the target language for the
query, and 6p shows the document language model. We assume that document
language models are obtained using the Dirichlet prior smoothing method.
Using this smoothing method, the scoring function of Eq. (5) becomes:

c(w, D) p
StM—based(q, D) = p(w]y) log(1 + ———=) +log ———, (7)
w:p<wzo'>>o q up(w|C) s I1D)
c(w,D)q>0

where p is the parameter of the Dirichlet prior smoothing method, and p(.|C)
denotes the collection language model.

In the following sections, we analyze the two CLIR models to validate
whether they satisfy the defined constraints on CLIR models. Before proceed-
ing further we note that BM25 and the language modeling framework, which
underlie the mentioned methods for CLIR, satisfy all constraints related to
term frequency - TFC1, TFC2, and TFC3 - and term discrimination values
TDC (Fang et al 2011).

4.2 Constraint on Translation Coverage

In this section, we check whether the CLIR models satisfy the constraints on
translation coverage, i.e., CL-C2 and CL-C3 constraints.

PSQ method. Applying the assumptions of CL-C2 into Eq. 1, one has
c(q1, D1) + ¢(q2, D1) = ¢(qu, D2) + ¢(g2, D2), i.e., two documents have the
same total frequencies of query terms. But, document Dy covers ¢; and go,
while document D1 covers only ¢;. Hence, D5 covers more distinct query terms.
Document frequencies df(¢;) and df(gz) in the PSQ method are estimated us-
ing Eq. 2 which depends on all translation alternatives for query terms. There-
fore, according to the assumptions of CL-C2, we cannot compare df(q;) and
df(gz). If df (q1) = df(gz), then the PSQ method satisfies the CL-C2 constraint,
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because the BM25 retrieval model prefers a document covering more distinct
query terms in the conditions above (Fang et al 2011).

According to the assumptions of CL-C3, one has ¢(q, D1) = ¢(q, D). Thus,
documents D7 and Dy get the same score using the PSQ method which means
that this does not satisfy the CL-C3 constraint.

LM-based model. To validate constraints about translation coverage on
the LM-based method, we first estimate the new query language model using
Eq. 6 given the assumptions of the constraints. Validation is then performed
according to the behavior of the language modeling framework given the new
estimated language model for the query.

Applying the assumptions of the CL-C2 constraint into Eq. 6, one has
p(t;10;) = p(tx|0;) for the new query language model. Also, for the lan-
guage models of augmented documents, one has p(t;|0p,) = p(tx|0p,) and
p(ti|0p,) = p(t:|0p,) based on the assumptions of the CL-C2 constraint, since
two documents Dy and Dy have the same length. Therefore, the scores of the
two documents, which are calculated using Eq. 5 as below are equal. Thus,
the LM-based model does not satisfy the CL-C2 constraint.

S(g, D1) = S(q, D) + p(t;10;)p(t;10p, ), (8)
S(q, D2) = S(q, D) + p(tx|0q)p(te|0p.)- 9)

Applying the assumptions of the CL-C3 constraint into Eq. 6, one has
p(t1]0;) = p(t2]0;) > 0 for the new query language model. Also, two documents
cover different numbers of terms that have non-zero probabilities in the new
query language model, while both documents have the same total occurrences
of these terms. More specifically, probabilities of query terms in document
language models are as follows:

p(tl‘aDl) > 07 p(t1|9D2) > 07
p(tQ‘aDl) =0, p(t2|9D2) > 0.

In these conditions, the language modeling framework prefers document Do
over document D; (according to TFC3 in (Fang et al 2011)). Therefore, LM-
based model satisfies the CL-C3 constraint.

4.3 Constraint on Term Discrimination Values

In this section, we evaluate the CLIR models based on the CL-C4 constraint
concerning query term discrimination.

PSQ method. The PSQ method does not satisfy the CL-C4 constraint.
Based on the assumptions of the constraint, both terms t; and ¢y are trans-
lations of one query term and have equal translation probabilities, one has
c(q, D1) = ¢(q, D2) obtained using Eq. (1). Therefore, the BM25 model as-
signs equal scores to both documents Dy and D-.

LM-based model. This method satisfies the CL-C4 constraint. The rea-
son is that the language modeling framework for monolingual information
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Table 1 Summary of constraint analysis results of cross-lingual retrieval models.

Term Coverage Term Discrimination Values

CL-C2 CL-C3 CL-C4
PSQ Cond No No
LM-based No Yes Yes
HQM Cond Yes Cond

retrieval satisfies the TDC axiom. Thus, the LM-based model, operating on a
new query language model in CLIR, prefers a document covering the transla-
tion alternative with a higher discrimination value.

Table 1 shows the summary of constraint satisfaction status of different
CLIR models.

5 Improving the PSQ Method

In this section, we propose two modifications on the existing PSQ method so
that it satisfies more of the constraints on the scoring function.

5.1 Improving the Estimation of Query Term Frequency

According to the analysis in Section 4.2, the PSQ method does not satisfy
the CL-C3 constraint on preferring a document that covers more translation
alternatives of a query term. To comply with the CL-C3 constraint, we modify
the PSQ method as follows:

Cl(qiaD) = C(q“D) X 10g(h+0’), (10)
c(gi, D) = Y _ pltla:) x c(t, D), (11)
teVr
h="Y" Lpg)xe(t.D). (12)
teVrp

where frequencies of query terms are estimated by an additional factor
log(h + o) where h shows the number of translation alternatives with non-
zero counts in the document. Parameter ¢ is a smoothing parameter that
is designed to avoid the zero problem, and to reduce the difference between
different numbers of translations covered by a document. In addition, o al-
lows the obtained retrieval model to still satisfy the CL-C2 constraint. We
later show in the experiments that parameter ¢ depends on the characteristics
of datasets, and by appropriately setting this parameter, the modified PSQ
method satisfies both CL-C2 and CL-C3 constraints almost unconditionally.
This new estimation of query term frequencies together with the estimation
of term discrimination values in Eq. 2 can be adopted in the BM25 retrieval
model. We refer to this retrieval function as PSQ+CL-C3.
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5.2 Improving the Estimation of Term Discrimination Values

As demonstrated in Section 4.3, the original PSQ method does not satisfy the
CL-C4 constraint concerning the discrimination values of translation alterna-
tives. The reason is due to the aggregation of statistics of all translations of a
query term using Eq. 2, therefore different translations of a query term cannot
be distinguished in the scoring of documents. In order to overcome this defi-
ciency, we propose to separate the impacts of translation alternatives which
do and do not exist in a document as follows:

df(q:) = Y pltla:) x di(t), (13)

teVr

df(gs, D) =Y p(tlas) x df(t), (14)

teD

N+1
N +1 ln(df(qi)fdf(—;i,D)JrO‘s)

D) =1
dv(qi, D) n(df(qi’D)—}—Of) ><ln(

(15)

N+1 )
aF(g)=df(q, D) ¥05) T ¢

where df(g;, D) aggregates the document frequencies of translations of ¢; oc-
curring in document D. The discrimination value of ¢; is then estimated using
both df(g;) and df(g;, D) in order to distinguish documents that have trans-
lations with different discrimination values. The parameter ¢ > 0 is a free
parameter which controls the contribution of translation alternatives not oc-
curred in a document on the document’s score. The parameter ¢ should be
set to a value higher than zero, otherwise translations not occurred in a doc-
ument do not impact the discrimination value of the query term. The greater
the value of parameter ¢, the lower the impacts of translations not occurred
in a document on the discrimination value of the query term.

This new estimation of term discrimination values together with the esti-
mation of query term frequencies in Eq. 1 can be adopted in the BM25 retrieval
model. We refer to this retrieval function as PSQ+CL-C4.

5.3 Hierarchical Query Modeling

Finally, we propose to adopt the two new estimation methods for query term
frequencies and term discrimination values, defined in Eqgs. 12 and 15 re-
spectively, in the BM25 retrieval model to perform cross-language informa-
tion retrieval. We refer to this retrieval function as hierarchical query mod-
eling (HQM), since both statistics of individual translation alternatives and
statistics of query terms obtained using aggregated functions impact the rank-
ing of documents.

5.4 Constraint Analysis on the Improved CLIR models

We first analyze the first modification of the PSQ method, obtained by chang-
ing the estimation of query term frequencies in Eq. 12. Since the estimation of
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term frequencies is only changed in this variant, we just investigate constraints
regarding term frequencies.

Applying the assumptions of CL-C3 into Eq. 12, one has
d(q,D3) > c/(q,D1). This is because the counts of the query term in
the documents are calculated as follows:

(g, D1) = (Y _ p(tlg) x c(t, D1)) x log(1 + o), (16)
teVr

(g, D) = (Y pltlg) x c(t, D2)) x log(2 + ), (17)
teVr

where according to the assumptions of CL-C3, one has

Z p(t|Qa) X c(t’Dl) = Z p(tIQa) X C(taDQ)' (18)

teVr teVr

Feeding the above query term frequencies into BM25 retrieval function, the
new retrieval model thus prefers document Dy over D1, satisfying the CL-C3
constraint.

In Section 4.2, we showed that the original PSQ method satisfies the CL-
C2 constraint when two query terms ¢; and g2 have the same discrimination
value. Based on this observation, we want to check the CL-C2 constraint on
the new variant of the PSQ method. For this constraint to be satisfied, one
should have the following inequality, obtained by applying the assumptions of
the CL-C2 constraint into the PSQ+CL-C3 retrieval function.

c(qa, D1) x log(2 + o)
k(1 —b) + b2y 4 ¢(go, D1) x log(2 + 0)
c(q2, D2) x log(1+ o)
ki (1= )+ b22) + c(go, D) x log(1 + )
c(q1, D2) x log(1 + o)

= k(1= 0) + 022y 4 ¢(gy, Dy) x log(1 + o) (19)

Note that the last component in the scoring function of BM25 model in Eq. 3,
ie, ((ks + 1) * c(¢i,q))/ (ks + c(¢i,q)), is equal to one because each query

term has a frequency of one according to the assumptions of the constraint.
Performing some simple algebraic operations, the inequality becomes:

AR
c(ge, D1) X kq ((1 —-b)+ b%) X (log(2+ o) — log(1 + o))
D
<C(ql, D2) X C(QQ, Dg) X kl((l — b) + b%) X 1Og2(1 + O')+
(g2, D1) x (g2, D2) x ¢(q1, D2) x log*(1 + o). (20)

Both query terms ¢; and ¢o have non-zero frequencies in document
Dy, and one of them has a higher frequency than the other. With-
out loss of generality, we assume query term ¢; has the higher fre-
quency in Do, ie., ¢(q2,D2) < ¢(q1,D3). On the other hand, one has
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¢(q2, D1) = ¢(q2, D2) + ¢(q1, D2) according to the assumptions of the CL-C2
constraint. Therefore, ¢(g2, D1) < 2 X ¢(q1, D2). Replacing ¢(g2, D1) in Eq. 20
by its upper bound and performing some algebraic operations, one gets:

[Di]* _ elaz, D) x 1og?(1 +0) x (kr (1) +bia) + el D)
avdl 2 x (log(2 + o) —log(1 + o)) o) ’
21

ki((1—b)+b

where the right-hand side is increasing in the count ¢(g2, D2). Therefore, the
minimum of the right-hand side is obtained when ¢(go, D2) is set to its lowest
value, which again makes the inequality harder to satisfy. The value of ¢(g2, D2)
is calculated using Eq. (1), and depends on translation frequencies in the
document and their corresponding translation probabilities. The minimum
frequency of a translation term in a document is 1. In addition, translation
models are mostly generated by filtering translations with probabilities higher
than a threshold, henceforth denoted by th. Therefore, the minimum frequency
of a query term in a document is th. Replacing this minimum value in Eq. (21),
the inequality becomes:

IDy]\2  thxlog(1 + o) x (ki ((1 - b) + b2y 4 oth)
avdl) 2 x (log(2+ o) —log(1+ o))

kl((l —b)+b (22)
In this final inequality, k; (usually between 1.0 and 2.0) and b (usually 0.75)
are constants (Fang et al 2004). In addition, avdl is also a constant depending
on the data collection. Appropriately setting the parameter ¢ according to
these values, the above inequality will be satisfied for most documents in the
collection. We later show in the experiments that, when ¢ > 7, more than
90% of documents in all collections satisfy the inequality (22). Note that this
inequality is obtained by setting variables to their worst case values.

Constraints on term discrimination values. The PSQ+CL-C4
method does not generally satisfy the CL-C4 constraint, similar to the original
PSQ method. However, when none of the translations occur in the intersection
of two documents D; and Day, i.e., ¢(t1, D) = ¢(t2, D) = 0 as shown in Fig. 3,
the PSQ+4CL-C4 satisfies the CL-C4 constraint, in contrast to the original
PSQ method.

According to the assumptions of the CL-C4 constraint, dv(t1) > dv(tz2),
therefore df(¢1) < df(t2). Substitution of this ordering into Eq. (14), given
that document D; contains only translation #; and document D5 has only
translation ts, yields df(q, D7) < df(g, D2). The discrimination value of query
term ¢ in documents D7 and Dy using Eq. 15 become:

N+1 (G —arGe. o 05)
dV(Q7 Dl) = ln( X , D1 . ’ (23)
df(¢,D1) +0.5 1n(df(q),dff\’(;gl)+0_5) +e
N+1 In( Nl )
dv(g, D2) = In( + df(q)—df(q,D2)10.5 (24)

X )
df(g, D2) +0.5" " In(grz=ara-payros) + ¢
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Table 2 Dataset properties.
Vear Data. colloction Document Num of Query Num. of  Query Set
language documents language  queries Name
French 50 En-Fr’02
Los Angeles Times 1994 English 113005 Italian 50 En-1t°02
2002 Spanish 50 En-Sp’02
Le Monde 1994 . ,
French SDA 94 French 87191 English 50 Fr-En’02
La Stampa 1994 . . ,
Italian SDA 94 Italian 108578 English 50 It-En’02
Los Angeles Times 1994 . French 60 En-Fr’03
2003 Glasgow Herald 1995 English 169477 Spanish 60 En-Sp’03
% Hamshahri Persian 166774 English 100 Pr-En

Table 3 Performance of the PSQ, LM-based, and proposed HQM methods using 2-fold
cross-validation. BM25 and LM-Dir are monolingual results as a baseline for the CLIR re-
sults. Statistical significant difference with the PSQ and the LM-based methods are denoted
by % and e symbols, respectively. We only show the significance tests for MAP measure.

En-Fr’02 En-1t’02 En-Sp’02 Fr-En’02
MAP Pa@i1o MAP PaQ@l10 MAP Pa@lo MAP Pa@i1o
BM25 0.4063 0.3738 0.4063 0.3738 0.4063 0.3738 0.3407 0.332
LM-Dir 0.4176 0.3905 0.4176 0.3905 0.4176 0.3905 0.369 0.368
PSQ 0.3047 0.3262 0.2994 0.2690 0.2983 0.288 0.3169 0.286
LM-based 0.2971 0.3094 0.3195 0.2977 0.2823 0.288 0.3306 0.3336
HQM 0.3243*°* 0.3262 0.31937 0.2786 0.3124** 0.3167 0.3271 0.332
It-En’02 En-Fr’03 En-Sp’03 Pr-En
MAP Pa@l1o0 MAP Pa@l10 MAP pPalo MAP Paio
BM25 0.3289 0.3694 0.4564 0.3315 0.4564 0.3315 0.3676 0.5900
LM-Dir 0.3133 0.3776 0.4323 0.3111 0.4323 0.3111 0.3554 0.561
PSQ 0.2515° 0.2944 0.4014 0.3143 0.3687 0.3111 0.2344° 0.4
LM-based 0.2362 0.2803 0.4158 0.3339 0.3521 0.3074 0.1987 0.366
HQM 0.2685° 0.3122 | 0.4466*° 0.3369 | 0.3989*° 0.3093 0.2422*° 0.405

which show that dv(q, D1) > dv(q, D2), since function lTiquflc

x > 1 and df(g, D1) < df(q, D2). Having a higher discrimination value for ¢ in
document D1, the PSQ+CL-C4 method prefers document D; in ranking, and
thus satisfies the CL-C4 constraint.

Table 1 also summarizes the results of constraint analysis on the proposed
model for CLIR.

is increasing for

6 Experiments

Datasets. Evaluations are carried out against test collections from ad-hoc
cross-language track in CLEF-2002, CLEF-2003, CLEF-2008, and CLEF-2009
campaigns. We use English, French, Italian, and Persian collections with query
sets in multiple languages for the conducted experiments, which represent dif-
ferent language pairs and different translation directions. Test collections and
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Table 4 Performance of the proposed modifications on the PSQ method. The *,¢, and e
symbols show statistical significant difference with the PSQ, PSQ+CL-C3, and PSQ+CL-C4

methods, respectively.

En-Fr’02 En-1t’02 En-Sp’02 Fr-En’02
MAP PQ@io MAD PQ@10 MAP PQ@10 MAP PQ@10
PSQ 0.3084 0.3357 0.2853 0.2762 0.2837 0.2929 0.308 0.318
PSQ+CL-C3 0.31 0.3333 0.2988 0.2786 0.2968 0.2809 0.3108 0.318
% Impr 0.5% 4.7% 4.6% 0.9%
PSQ+CL-C4 0.3161 0.3214 0.2869 0.2738 0.2937 0.2976 0.3202 0.308
% Impr 2.5% 0.5% 3.5% 4%
HQM 0.3301 0.3262 0.2956 0.2714 0.3054  0.3048 0.325 0.316
% Impr % 3.6% 7.6% 5.5%
It-En’02 En-Fr’03 En-Sp’03 Pr-En
MAP Pa@io MADP P@io MAP PQ@1io MAP P@io
PSQ 0.2373 0.2837 0.3603 0.3093 0.3674 0.313 0.2255 0.365
PSQ+CL-C3 0.253 0.2966 0.3878" 0.3209 | 0.4004° 0.3148 0.2317 0.388
% Impr 6.6% 7.6% 9% 2.4%
PSQ+CL-C4 0.2559" 0.2923 0.3987" 0.3225 0.3864 0.2981 0.2318" 0.379
% Impr 7.8% 10.7% 5.2% 2.8%
HQM 0.266" 0.3082 | 0.4292*°° 0.3225 0.3990 0.3056 | 0.2427*°° 0.396
% Impr 12.1% 19.1% 8.6% 7.6%

their languages as well as query languages are shown in Table 2. In addition,
the query set in the language of each collection is used to provide monolingual
baseline for the performance of CLIR. For retrieval, we index the TEXT and
TITLE fields of documents belonging to collections in European languages.

Preprocessing. Diacritic characters in European languages are mapped
to the corresponding unmarked characters. Persian words are normalized by
replacing all orthographic variations of letters by one form.! Stopwords are re-
moved using stopword lists provided in IR Multilingual Resources at UniNE?.
Persian stopword list provided by CLEF campaigns is used. We then use Snow-
ball stemmers® for all European languages. Persian words are not stemmed,
due to lack of a high quality stemmer.

Translation models. We build a word-to-word translation model for each
European language pair using the Furoparl Corpus (European Parliament Pro-
ceedings Parallel Corpus) version 7 (Tiedemann 2012). The translation model
for English-Persian retrieval is built using TEP parallel corpus (Pilevar et al
2011). The GIZA++ toolkit (Och and Ney 2003) is used to obtain IBM model-
1 translations. Before word alignment, the aforementioned preprocessing steps
are done on both sides of each parallel corpus. After training using each par-
allel corpus, we impose a probability threshold of 0.1 to build a translation
model (Nie 2010), where translation probabilities are re-normalized after fil-
tering noise translations.

1 Tool available at http://humanities.uva.nl/ dehghani/persian-linguistic-resources/.
2 http://members.unine.ch/jacques.savoy /clef/
3 http://snowball.tartarus.org/.
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Parameter setting. We set the parameters of BM25 model and language
modeling framework to the following default values, unless otherwise stated.
For the BM25 model in the PSQ method, we use default parameter values
as ky = 1.2, b = 0.75 and k3 = 7, used in many studies such as (Wang and
Oard 2012). The smoothing parameter of the LM-based model, u, is set to
the default value of 1000. In all experiments, the values of parameters o and
¢ (free parameters in Eqs. 12 and 15, respectively) are set using 2-fold cross-
validation over the queries in each query set. K-fold cross-validation generally
reduces the chance of overfitting, however parameters may still overfit. We
varied the value of parameter o between {1,2, ..., 10}. The value of parameter
¢ is selected from {0.5} U{1,2,3,...,20}.

For each experiment, we report Mean Average Precision (MAP) and Pre-
cision at top 10 documents (P@10). Two-tailed paired t-test is used to test
whether the differences between performance of approaches are statistically
significant.

7 Results and Discussion

In this section, we first compare the performance of PSQ and LM-based mod-
els through systematic experiments. Our goal is to see whether the results of
empirical comparisons are consistent with those of analytical comparisons us-
ing the defined constraints. We then evaluate the performance of the proposed
modifications to the PSQ method.

7.1 Performance Comparison between the PSQ and LM-Based Models

We first report the results of the PSQ and LM-based models on all datasets in
Table 3. To provide a fair comparison, the parameters of the models are not
set to the default values, but are set using the 2-fold cross-validation method.
The parameters of the PSQ method, k1 and b related to the BM25 method,
are varied over {1,1.2,1.5,1.75,2} and {0.25,0.5,0.75} sets, respectively. The
parameter of the LM-based retrieval is due to the smoothing method used in
the estimation of document language models, for which we used the Dirichlet-
prior smoothing method. The parameter p of this smoothing method is set by
examining the values in {100, 200, 500, 1000, 2000}.

The results of Table 3 show that neither of the PSQ and LM-based models
outperforms the other in all datasets. This finding is compatible with the
results of analytical comparison of the two models in Table 1, where each of
the two models satisfies a subset of the defined constraints on CLIR models.

The alteration of the better retrieval model across different datasets shows
that the relative importance of different constraints is not fixed, and indeed
depends on the characteristics of the datasets and queries (e.g., language of
queries and documents). However, in most cases, the differences between the
performance of these two models are not statistically significant. Although
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performance differences between the two models are not statistically signif-
icant in most cases, these differences are substantial for some datasets. For
the Hamshahri dataset, the PSQ method greatly outperforms the LM-based
model. We hypothesize that the reason of this remarkable difference between
the performance of the two models stems from the lower quality of the trans-
lations between English-Persian languages. Overall, the lower quality of trans-
lations between English-Persian is evident from the lower percentage of the
CLIR performance over the monolingual baseline on the Hamshahri dataset
compared to that on other datasets. The result for the Hamshahri dataset
shows that in the case of low-quality translations, the performance of LM-
based model can be hurt more. This is mainly due to the fact that the LM-
based model does not satisfy the CL-C2 constraint about covering translations
of more distinct query terms (see Table 1), and therefore this constraint can
have a detrimental effect on the performance of the LM-based method when
translations have low quality.

7.2 Performance of the Proposed Modifications

We modify the PSQ method in two steps, and therefore, we first investigate
the impact of each improvement separately, and then provide the performance
of the final retrieval model by considering both updates.

In the first step, we improve the estimation of term frequency in the PSQ
method so that it satisfies the CL-C3 constraint regarding the frequency of
different translations of a query term. In Table 4, the PSQ method is compared
with the provided variant. These results are obtained by using the default
values for the parameters of the BM25 retrieval model. The modified PSQ
method consistently outperforms the original one across all datasets, and the
improvements are statistically significant for 3 datasets.

Next, we propose the PSQ+CL-C4 variant that satisfies the CL-C4 con-
straint more than the original PSQ method. In Table 4, the PSQ method is
compared with the proposed PSQ+CL-C4 variant. These results are also ob-
tained by using default values for the parameters of the BM25 retrieval model,
which show that PSQ-+CL-C4 variant outperforms the PSQ method in all
datasets in MAP measure. Improvements of the PSQ+CL-C3 and PSQ+CL-
C4 variants over the PSQ method are very close in most datasets (see Table 4),
which show that the two corresponding constraints are important and have an
approximately equal impact on the performance with the proposed modifica-
tions. For En-Fr’03 and Pr-En datasets, improvements of both PSQ+CL-C3
and PSQ+CL-C4 variants are statistically significant over the PSQ method,
while for some others, improvement by considering only one of the constraints
is statistically significant. Finally, satisfaction of the CL-C3 or CL-C4 con-
straints by a CLIR model improves the retrieval performance.

We also propose the HQM method by considering both modifications. The
results obtained by this method are reported in Table 4, which show that
the HQM method outperforms the PSQ method in all datasets, and improves
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Fig. 4 Distribution of document length in La Stampa 1994 and Italian SDA 94 collections

the CLIR performance by 3.6% to 19.1% (which is substantial and statis-
tically significant). Comparing the results of the HQM method with those
of the individual modifications reveals that the HQM method outperforms
the PSQ+CL-C4 method in all datasets, and outperforms the PSQ+CL-C3
method in all datasets except En-It’02 and En-Sp’03 datasets. For these two
datasets, PSQ-+CL-C3 shows the highest CLIR performance. Improvements of
the HQM method in En-Fr’03 and Pr-En datasets are statistically significant
over all variants, the original PSQ, PSQ+CL-C3, and PSQ+CL-C4 methods,
although the improvements of both PSQ+CL-C3 and PSQ+CL-C4 over the
PSQ method are statistically significant.

Finally, the HQM method is compared against the existing PSQ and LM-
based methods in Table 3 using 2-fold cross-validation for selecting the pa-
rameter values of each method. First, the HQM method outperforms the PSQ
method in all datasets, where the improvements are statistically significant
in most cases. In addition, the HQM method shows statistically significant
improvements over the LM-based method in most datasets, even for the cases
that the performance difference between the PSQ and LM-based methods are
not statistically significant. Finally, the HQM method achieves the highest
CLIR performance in comparison with the PSQ and LM-based methods in
most datasets. For the Fr-En’02 dataset, none of the methods shows statisti-
cally significant differences with others.

7.3 Empirical Evaluation of HQM with respect to the CL-C2 Constraint

We proved in Section 5.4 that PSQ+CL-C3 and thus the HQM method satisfy
the CL-C2 constraint when Eq. (22) is satisfied. This inequality provides the
minimal cases that the proposed modification satisfies the CL-C2 constraint,
since Eq. (22) is obtained by considering the worst-case values for some pa-
rameters. The obtained inequality basically puts a constraint on document
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lengths. Roughly speaking, for documents with short lengths in a collection,
the CL-C2 constraint will be satisfied with a small value for parameter o.
However, for long documents, we need to set parameter o to a higher value
to satisfy the constraint. Fig. 4 shows the frequency of document lengths in
the collection of La Stampa 1994 and Italian SDA 94. The distribution shows
that 47% of documents in this collection have length smaller than 100, thus
the CL-C2 constraint will be satisfied for these documents with o = 4. There-
fore, with a small value for parameter o, approximately 50% of the documents
satisfy the CL-C2 constraints.

We evaluate inequality (22) with respect to the documents in our test
collections to investigate how many documents in each collection satisfy the
inequality (22). For a detailed analysis, we set the other parameters as th = 0.1
(translation probability), b = 0.75 and k1 = 1 (parameters of the BM25
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method). However, we change the value of parameter o, the free parameter
introduced in the proposed modification, to study how it impacts the satisfac-
tion of the CL-C2 constraint by the HQM method. Fig. 5 shows the percentage
of documents in each collection that satisfy the inequality (22) for different
values of parameter o. The figure shows that the percentage of documents that
satisfy the inequality increases with the increase in the value of parameter o,
and when o = 7, almost 90% of documents in all collections satisfy the in-
equality (22). Therefore, the HQM method satisfies the CL-C2 constraint for
most cases. Finally, if the value of parameter o is changed over {1,2,...,10},
one can find the suitable parameter value so that the HQM method satisfies
the CL-C2 constraint.

We also study the impact of parameter o on the MAP performance of the
HQM method in Fig. 6. Logically, the retrieval performance should increase
with the satisfaction percentage of documents in a collection. The performance
of 5 out of 8 datasets in Fig. 6 increases with the increase in the value of pa-
rameter o, which conforms with the percentage depicted in Fig. 5 for these
datasets. The best results for remaining datasets are obtained when o = 1.
The reason can be that the percentages depicted in Fig. 5 are based on inequal-
ity (22) obtained by considering the worst-case values for some parameters,
which can be different in real collections. The other reason for this observation
could be about the number of documents considered in these two diagrams.
For Fig. 5, all documents in collections are considered for evaluation, while
for measuring MAP performance in Fig. 6, only the top 1,000 documents with
respect to each query are evaluated. The majority of these top 1,000 docu-
ments satisfy inequality (22) when o = 1 since these documents are not very
long, and thus increasing the value of parameter ¢ can hurt the performance
of retrieval.



24 Razieh Rahimi et al.

7.4 Sensitivity of the HQM Method with respect to Parameters

In this section, we study the sensitivity of the HQM method with respect to
parameter ¢ used in the estimation of term discrimination values in Eq. (15).
Fig. 7 shows the CLIR performance for different values of parameter ¢ across
all datasets. The figure shows that the highest MAP performance for most
datasets is achieved when ¢ has a value between 1 and 4. In addition, the
suitable value for parameter ¢ appears to be more dependent on collection
properties than query terms. Based on the figure, the curves for En-Fr’03 and
En-Sp’03 datasets, which share the same collection of documents, have similar
shapes. Similarly, the curves for En-Fr’'02, En-1t'02, and En-Sp’02 datasets
have very similar shapes. Dependence of the value of parameter ¢, which is
related to the estimation of term discrimination values, on collection properties
is very reasonable, since this factor is used to discriminate terms of a collection
for better retrieval. Finally, the value of parameter ¢ should not be too small
or too large, otherwise translations of query terms not occurred in documents
or query term discrimination values, respectively, are ignored in document
ranking.

8 Conclusion and Future Work

In this paper, we provide formal representations of the impacts of translation
knowledge on retrieval heuristics and, consequently, on the ranking of docu-
ments in CLIR. The defined constraints concern the impacts of term frequency
and term discrimination values, which are estimated using translation knowl-
edge in the CLIR setting. Regarding each heuristic, constraints are defined on
two levels of statistics. In particular, constraints on term frequency considered
frequency of translations in documents, and frequency of a query term in doc-
uments obtained using an aggregated function on frequency of its translations.
Similarly, these two statistics are considered in constraints about query term
discrimination values.

The defined constraints are checked against the existing methods for CLIR,
and we showed that none of them fully satisfies all the constraints. Therefore,
the proposed constraints pave the path for improving the existing methods
to achieve a higher CLIR performance. In this line, we proposed hierarchical
query modeling based on the probabilistic structured query method for CLIR,
that satisfies more constraints. Empirical evaluation of the existing and pro-
posed methods demonstrate that the proposed modifications achieve a higher
CLIR performance over all test datasets. This shows the importance of satis-
fying the defined constraints on CLIR methods.

Our proposed constraints and their empirical effects stimulate further re-
search. First, the proposed constraints are focused on basic retrieval heuristics
and there are several aspects affecting document ranking that can also be for-
malized through constraints. This can help to further improve the existing
methods for CLIR. Another promising direction is to have a CLIR method
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that satisfies all constraints. The proposed modifications can also be improved
to get higher CLIR performance. Finally, multilingual information retrieval is
even more challenging than cross-language information retrieval, and research
about how different factors including adopting different translation knowledge
should impact document ranking is very interesting.
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