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ABSTRACT
Aspect category detection (ACD) is one of the challenging sub-tasks in aspect-based sentiment analysis. The goal of this task is to detect implicit or explicit aspect categories from the sentences of user-generated reviews. Since annotation over the aspects is time-consuming, the amount of labeled data is limited for supervised learning. In this paper, we study contextual representations of text segments in the reviews using the BERT model to better extract useful features from them, and train a supervised classifier with a small amount of labeled data for the ACD task. Experimental results obtained on Amazon reviews of six product domains show that our method is effective in some domains.
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1 INTRODUCTION
User-generated reviews in e-commerce websites like Amazon\(^1\) have valuable information for both the users and the producers of products or services. A potential user can make an educated decision for purchasing a product by analyzing experiences of other users mentioned in the reviews. Such data can also help the producers to refine their products or services. However, it is impractical for a user or producer to read a huge amount of reviews and analyze them manually. Therefore, there is an emergent need for systems that can automatically process the huge amount of reviews and provide useful information about reviews in a suitable form. Opinion mining, sentiment analysis, and opinion summarization [2, 12, 19] for online reviews have attracted much attention to automatically analyze a large number of reviews. Aspect extraction is the first and foremost subtask in these problems which aims to extract entities or aspects of entities that people have expressed their opinions about. In general, there are two subtasks in aspect extraction: (1) aspect term extraction (ATE) which aims to extract all aspect terms appearing in an opinionated text segment and (2) aspect category detection (ACD) which aims to identify the predefined categories of aspects discussed in a given text segment where aspects may not be mentioned explicitly. For example, given the sentence “The 32” screen is very suitable for your average living room or a bedroom”, the ATE should extract “32” screen” as an aspect term, and ACD should identify “size” as the aspect category.

Several supervised models have been proposed for the aspect extraction task. These models mainly lie in ATE task. Early works on supervised approaches commonly model aspect extraction as a sequence labeling problem and utilize graphical models like Hidden Markov Model [15] or Conditional Random Field [15, 20]. These classifiers are trained with rich engineered features based on linguistic or syntactic information from annotated data to predict a label for each token in a given text segment. With the development of deep learning techniques, different neural models are proposed to automatically learn features and reduce the feature engineering effort. However, training deep neural networks usually requires a large number of training data for each specific domain which is not the case in many real situations. Several cross-domain models have been proposed to address the problem of lack of training data in target domains [14, 17, 30], but differences in source and target domains made the design of cross-domain models challenging.

Unsupervised models have been proposed for aspect extraction task to avoid reliance on labeled data. These models also do not have the problems of cross-domain models. These models mainly lie in ACD task. Recent unsupervised neural models [2, 11, 23] are trained on large sets of unlabeled data. However, these models do not benefit from in-domain aspect-specific features which can be extracted from in-domain labeled data. According to the results reported by Yu et al. [33], a supervised model with a small amount of labelled in-domain data can outperform a cross-domain model. This means that domain specific features of aspect categories are very important for the aspect extraction task such that even a small amount of in-domain examples can boost the performance by a high margin.

Since preparing a large number of manually-labeled training data is expensive, only a small number of labeled data for the ACD task is available. Recently, a dataset has been released which contains a large number of unlabeled reviews along with a small number of labeled reviews (e.g. 50 reviews per domain) for the ACD task [2]. Using this dataset and motivated by the observation that even a small number of labeled in-domain examples are very useful for the ACD task [33], we study if supervised classifier models can be used to learn domain-specific representations of aspect categories based on a small number of labelled in-domain examples.

\(^1\)https://www.amazon.com/
One important part of text classification models is input representation, where useful features can be extracted from input to detect the text label [18]. Current ACD models only consider a text segment of a review as the input of the classifier. However, we observed that some text segments do not have enough information to extract useful features from. Indeed, the text segment in a review may be dependent on the other parts of the review and thus does not have enough information by itself for detection of aspects. For example, consider this review from the TV domain: “There were a lot of menus and setups involved when we first got it. That was a little daunting.” In this example, there are two sentences that both of them are talking about the feature category “ease of use” in the TV domain. However, the second sentence itself cannot give this information and we need the first sentence to fully understand the second one. To tackle this issue, we propose an in-review contextual representation of text segments to better extract useful features from a given text segment. In our model, we feed the entire review as input and try to generate a representation of a text segment by attending to the entire review.

The rest of the paper is organized as follows. We provide related work on aspect extraction in Section 2. In Section 3, we define the problem and in section 4, we present our proposed model in details. Then we describe experimental settings in section 5 and empirically validate our hypotheses in section 6. Finally, we talk about the future work and conclude the paper in section 7.

2 RELATED WORK
Aspect extraction has gained more attention by emerging of the pioneer work of [12]. In this paper, authors hypothesize that noun and noun phrases of each sentence are most likely to be product features. At the first step, they use part-of-speech tagging techniques to find noun/noun phrases as candidate aspect of item in the review. Then, they use some predefined rules to find frequent features and use feature pruning techniques to remove redundant or uninteresting features. Following this pioneer work, many rule-based models has been designed using frequency co-occurrence or syntactic structure of the sentence [22, 26, 35]. These models need feature engineering to define useful rules and are heavily depend on quality of text parser that constructs the dependency tree. In addition to that, user generated reviews are not always precise enough to be parsed with a text parser and it cause inaccurate dependency tree.

Supervised models mainly consider this task as sequence labeling and try to assign label to each token of given text sentence. These works employ recurrent neural networks [21], use dependency-based embeddings as features in a Conditional Random Field [32], or combine a recursive neural network with CRFs to jointly model aspect and sentiment terms [31]. Considering the fact that opinion and aspect in a text segment are highly correlated, many multi task models have been proposed to use syntactic relation between them to simultaneously extract opinion and aspects [19, 28]. However, the gold data is not always available for this joint learning, and dependency parsers are not always accurate enough to extract the relation between opinion terms and aspect terms. Recently, [17] designed a multi-task cross domain model by proposing a multi-hop Dual Memory Interaction (DMI) mechanism to automatically capture the latent relations among aspect and opinion words and get rid of need for linguistic resources.

To deal with the problem of training data, researchers tried to design cross domain models [8, 17, 29, 30] to transfer sentiment knowledge from source domain to a target domain that doesn’t have any in-domain labelled training data. But some other problem in this setting makes cross domain models challenging for this task: 1) Different aspect spaces. Although some domains have common aspect categories like price and size, each domain has its own specific aspect categories. For example battery life is an aspect category for laptop but not a valid aspect for laptop cover. 2) Different term usage. different domains can have different terms for same aspect category. For example for aspect category “size”, terms like XL and L are used in clothing domain while numbers are used in shoes domain. 3)Different meaning. Some words have different meaning in different domains. For example the word memory is related to the feature storage in Laptop domain while it has a different meaning in Mattress domain.

Unsupervised models in the other hand, doesn’t have these problems. These approaches have been started by LDA based topic models [4, 6, 24, 34] that try to provide word distributions or rankings for each aspect category. Zhao et. al. [34] proposed MaxEnt-LDA to jointly extract aspect and opinion words. Chen et. al. [6] proposed to discover aspects by automatically learning prior knowledge from a large amount of online data. Wang et. al. [27] proposed a modified restricted Boltzmann machine (RBM), which jointly learn aspects and sentiment of text by using prior knowledge. Recently, unsupervised neural model attempted to learn aspect representatives from unlabeled corpus by reconstructing the input sentence. An unsupervised neural model named Aspect Based Auto Encoder (ABAE) [11] proposed an autoencoder model based on attention mechanism to train a latent representation that indicates probability distribution of input text segment over different aspect categories. The autoencoder part of this model attempts to reconstruct the input segment’s encoding as a linear combination of aspect embeddings where aspect embeddings are learned by minimizing the segment reconstruction error. Then a weakly supervised extension of ABAE model named Multi-seed Aspect Extractor (MATE) [2] has been proposed that utilizes small amount of labelled data to extract seed words for each aspect category, and utilizes weighted sum of these seed words for each aspect category to create embedding of that aspect. This model then initializes aspect matrix of ABAE model with these values and fix them during training. Aspect Extraction with Sememe Attentions [23] is a hierarchical model similar to ABAE that in addition to word vectors and aspect vectors, this model also considers sense and sememe [5] vectors in computing the attention distribution.

3 PROBLEM DEFINITION
Aspect Category Detection is a classification task where a text segment in a review should be classified according to a subset of predefined aspect labels. For each product domain \( d \), e.g., keyboards or vacuum, we have a corpus containing set of reviews \( R_d = \{ r_1, ..., r_n \} \) where each review is split into text segments \( s_1, s_2, ..., s_k \). A text segment in the ACD task can be a sentence, phrase or Elementary Discourse Unit (EDU) [9] which corresponds
to a clause-level text segment. In our setting we are using EDU as text segment since in our dataset, aspect labels are available in EDU level [2]. The reason they are preferred is that EDU level segmentation have been shown to facilitate other related tasks like summarization, single document opinion extraction and document level sentiment analysis [1, 3, 16]. The ACD aims to classify a text segment $s = \{w_1, ..., w_z\}$ into an aspect category $y \in A_d = \{y_1, ..., y_m\}$ where $A_d$ is set of predefined aspect categories in domain $d$. Each $A_d$ contains a general aspect which is assigned to segments that do not discuss any specific aspects.

## 4 METHODOLOGY

We hypothesize that the representation of each text segment is correlated with other text segments in a review. Considering this hypothesis, we propose a supervised model that can benefit from a better representation built by using the entire review. Figure 1 shows the architecture of our model. The network consists of two main components: 1) a representation layer containing a BERT component that tries to transform a given text segment to a rich vector representation, and 2) a multi-layer perceptron (MLP) classifier that takes the vector representation and returns probability distribution of aspect categories.

### 4.1 Representation Layer

The representation layer transforms raw text to a fixed-size vector representation encoding useful information of the input text. We use BERT, a strong feature extraction model for this layer. However, if the input text segment does not have enough information, we cannot extract useful information even with a good feature extraction model. Since EDU segments are clause level discourse and are roughly short, they may not have enough information by themselves. Thus, having the entire review as input can help to better represent a given text segment. To do so, we feed the entire review to the representation layer and update the representation of each word in the target text segment by paying attention to the other parts of the review. Figure 2 shows the representation layer of the proposed model. The input text to this layer is built by adding a [CLS] token at the beginning and a [SEP] token at the end of each text segment in a review. To discriminate the target text segment from others, we also add specific tokens to the beginning and end of the target text segment in addition to [CLS] and [SEP] tokens. Then we consider the average of token representations in the target text segment as its representation. This manner, the target text segment will have a representation that is aware of other related parts in the review.

### 4.2 Classification Layer

The classifier aims to estimate a distribution of aspect probability $\pi(y|r_s)$, where $r_s$ is a feature representation of a text segment provided by the representation layer and $y$ is a vector with a size of number of aspect categories. We use a simple Softmax classifier on top of two layer feed forward neural network for this layer. The goal of this layer is to capture aspect related features of the text segment and represent it as a probability distribution over aspect categories.

## 5 EXPERIMENTAL SETTING

### 5.1 Dataset

We use the OpoSum dataset [2] for training and evaluating of our model. This dataset contains reviews from 6 product domains from Amazon: Laptop Bags, Bluetooth Headsets, Boots, Keyboards, Televisions, and Vacuums. Reviews are down sampled from the Amazon Product Dataset [10] and are segmented into Elementary Discourse Units (EDUs [9]). For each product domain, the OpoSum dataset contains 100 reviews from 10 different products with around 1000 EDU-level aspect annotations that are equally divided to the development and test sets (50 reviews and 500 EDUs in each set). We use the development set for training and the test set for evaluation.

For pre-processing the dataset, we follow the experimental settings of previous work [2, 11] to make our results comparable to the previously reported results. The dataset is pre-processed by lemmatization, removing punctuation symbols, and removing EDUs with less than two words. Multi-labelled sentences are also removed to avoid ambiguity. Table 1 shows the statistics of pre-processed data for each product domain.

### 5.2 Evaluation Metric

To evaluate and compare different models, we use macro-F1 score. We calculate the F1 score of each aspect category and then average them to calculate the macro-F1 score of a given domain. We also calculate micro-F1 score of baselines to compare them with previous state-of-the art models since their result is reported in micro-F1 score.

### 5.3 Baselines

In order to show the effectiveness of our proposed representation, we compare it with multiple baselines for each product domain. For the baselines, the inputs are target text segments without the knowledge of other text segments in the review, while for our
proposed model the input is the entire review. We also compare our baselines with state-of-the-art unsupervised and weak supervised models to study if a supervised model trained only on a small number of labelled in-domain data can outperform unsupervised or weakly supervised models trained on large unlabeled in-domain data. The baseline methods are as follows:

5.3.1 ABAE\textsubscript{init} [11]. This baseline is an unsupervised neural network approach that uses Neural Bag of Words (NBOW) as sentence representation and learns aspect embeddings in a reconstruction process, where an attention mechanism is used to filter non-aspect words. This model contains an aspect embedding matrix which will be trained on a large amount of unlabeled data.

5.3.2 MATE + MT [2]. This model is a weakly supervised auto-encoder extension of the ABAE model that initializes the aspect embedding matrix using seed words for each aspect category and fix them during training. These seed words are extracted from a small amount of in-domain labeled data.

5.3.3 Avg. This is a baseline neural model for text classification task that considers the average of embedding of words in a text segment as its representation. For word embeddings, we use embeddings trained on large unlabeled in-domain data.

5.3.4 Attention. In this model, we utilize embeddings of aspect categories to generate different aspect-dependent representations of the given text segment by attending to the embedding of each aspect category, and then use concatenation of these aspect-dependent representations as the representation of the text segment. Figure 3 shows the architecture of this model in detail. The first step in this model is generating the embedding matrix of aspect categories. To do so, we follow the approach proposed by Angelidis and Lapata (2018b) to obtain a ranked list of terms and their scores using a variant of a clarity scoring function [7] which measures the probability of observing word $w$ in the subset of segments that discuss aspect $a$. The weighted sum of embeddings of the top ranked words (e.g. top 30 words) for each aspect category is considered as the embedding representation of the aspect category. In the next step, we compute different representations of a text segment by attending to each aspect category and provide aspect-dependent representations. For each aspect category, we calculate aspect-dependent representations of the text segment by computing the weighted sum of word embeddings in the text segment. The weights are cosine similarities between the embedding of the current word and word embeddings of the aspect. We then concatenate these aspect-dependent representations and feed them to a MLP to classify the input text segment.
weakly supervised models trained on large unlabeled data, supervised models trained on small labeled data, and our proposed model trained on small labeled data. Bold numbers are the best performance and underlined numbers are the second best performance. From the table, we can observe that result of worst supervised model trained only on a small amount of labeled data can perform much better, and in-domain aspect-specific features are very important in this task. By comparing the results of the Avg model and Attention model, we can realize that information about aspect categories can boost the performance by a high margin. The results in the table also show that the best baseline is the BERT-CLS model which shows feature extraction from text segments is an important part in the text classification. BERT language model which is pretrained on large amount of data can be transferred to a new task by small amount of task-specific labeled data and can provide a better text representation. At the end, the result shows that our model is performing better than other models on average. The performance of our model is the second best performance in some domains. This shows that there are some text segments that their representation is dependent on the other parts of the review. However, we can see the performance decreases in Boots and Vacuums domains in comparison to the BERT-CLS model which might show that our proposed representation can also add noise in some cases.

6 RESULTS

Table 2 shows the results of the state-of-the-art unsupervised and weakly supervised models trained on large unlabeled data, supervised models trained on small labeled data, and our proposed model trained on small labeled data. Bold numbers are the best performance and underlined numbers are the second best performance. First of all we can observe that result of worst supervised model is better than performance of state-of-the-art unsupervised and weakly supervised models. This shows that supervised models trained only on a small amount of labeled data can perform much better, and in-domain aspect-specific features are very important in this task. By comparing the results of the Avg model and Attention model, we can realize that information about aspect categories can boost the performance by a high margin. The results in the table also show that the best baseline is the BERT-CLS model which shows feature extraction from text segments is an important part in the text classification. BERT language model which is pretrained on large amount of data can be transferred to a new task by small amount of task-specific labeled data and can provide a better text representation. At the end, the result shows that our model is performing better than other models on average. The performance of our model is the second best performance in some domains. This shows that there are some text segments that their representation is dependent on the other parts of the review. However, we can see the performance decreases in Boots and Vacuums domains in comparison to the BERT-CLS model which might show that our proposed representation can also add noise in some cases.

7 CONCLUSION AND FUTURE WORK

Aspect category detection is a crucial sub-task in fine-grained sentiment analysis and related problems. Since providing a large labeled training data to train deep learning models for this task is expensive, very small number of product domains have labelled data for this task. Researchers proposed several cross domain and unsupervised models to tackle this problem, however considering the fact that each product domain has its own specific features and language, designing a cross-domain model is challenging for this task. On the other hand, unsupervised models cannot learn semantic features of the domain very well. One important part in text classification tasks is providing a rich and useful representation of the text. According to our observation, some text segments do not have enough information by themselves, and their meanings are highly correlated with other parts of their reviews. Considering this observation, we proposed a new contextual in-review representation in which a segment representation is generated by attending to other parts of the review and can be enriched by informative parts of the review. Experimental results show that our model can slightly improve the performance. In addition, we observed that not only representations of two nearby segments, but also their aspect categories are correlated. In the future, we would like to design a semi supervised model that can use large unlabeled data to learn language-specific features of each domain and use small in-domain labeled data to extract aspect-dependent semantic features of the domain. We are also interested in developing models for joint aspect-category prediction of nearby text segments in a review following our observations in this study.
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Table 2: Comparison of different models. The numbers in the upper part are micro-f1 and the numbers in the lower part are macro-f1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Laptop Bags</th>
<th>Bluetooth</th>
<th>Headsets</th>
<th>Boots</th>
<th>Keyboards</th>
<th>Televisions</th>
<th>Vacuums</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABAE_init</td>
<td>41.6</td>
<td>48.5</td>
<td>41.2</td>
<td>41.3</td>
<td>45.7</td>
<td>40.6</td>
<td>43.2</td>
<td></td>
</tr>
<tr>
<td>MAYE+MT</td>
<td>48.6</td>
<td>54.5</td>
<td>46.4</td>
<td>45.3</td>
<td>51.8</td>
<td>47.7</td>
<td>49.1</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>64.6</td>
<td>62.8</td>
<td>56.6</td>
<td>61.8</td>
<td>62.1</td>
<td>58.7</td>
<td>61.1</td>
<td></td>
</tr>
<tr>
<td>Attention</td>
<td>62.3</td>
<td>64.2</td>
<td>56.4</td>
<td>63.0</td>
<td>66.6</td>
<td>60.6</td>
<td>62.2</td>
<td></td>
</tr>
<tr>
<td>BERT-CLS</td>
<td>66.7</td>
<td>71.3</td>
<td>67.3</td>
<td>66.6</td>
<td>71.3</td>
<td>67.8</td>
<td>68.5</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>55.5</td>
<td>47.0</td>
<td>48.2</td>
<td>43.3</td>
<td>48.3</td>
<td>47.4</td>
<td>48.5</td>
<td></td>
</tr>
<tr>
<td>Attention</td>
<td>52.6</td>
<td>50.2</td>
<td>46.6</td>
<td>50.3</td>
<td>52.4</td>
<td>49.4</td>
<td>50.2</td>
<td></td>
</tr>
<tr>
<td>BERT-CLS</td>
<td>56.1</td>
<td>54.4</td>
<td>55.6</td>
<td>58.6</td>
<td>54.2</td>
<td>54.0</td>
<td>55.5</td>
<td></td>
</tr>
<tr>
<td>NewBERT (Ours)</td>
<td>57.7</td>
<td>54.4</td>
<td>55.3</td>
<td>60.6</td>
<td>57.8</td>
<td>53.2</td>
<td>56.5</td>
<td></td>
</tr>
</tbody>
</table>