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ABSTRACT

Several neural networks have been developed for end-to-end train-

ing of information retrieval models. These networks differ in many

aspects including architecture, training data, data representations,

and loss functions. However, only pointwise and pairwise loss func-

tions are employed in training of end-to-end neural ranking models

without human-engineered features. These loss functions do not

consider the ranks of documents in the estimation of loss over train-

ing data. Because of this limitation, conventional learning-to-rank

models using pointwise or pairwise loss functions have generally

shown lower performance compared to those using listwise loss

functions. Following this observation, we propose to employ list-

wise loss functions for the training of neural ranking models. We

empirically demonstrate that a listwise neural ranker outperforms

a pairwise neural ranking model. In addition, we achieve further

improvements in the performance of the listwise neural ranking

models by query-based sampling of training data.
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1 INTRODUCTION

Neural network models have been developed and successfully ap-

plied to many tasks including information retrieval. The key advan-

tage of (deep) neural networks relies in automatic learning of fea-

tures or representations at multiple levels of abstraction. Therefore,

human-engineered features used in conventional learning-to-rank

models are not required in neural networks. Herein, we refer to

feature-based representation of queries and documents and learn-

ing algorithms on this type of representations, such as RankNet [4]

and ListNet [5], as conventional representations and conventional

learning algorithms, respectively. This is to differentiate them from
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learning-to-rank models that also learn representations from raw

input data, such as the duet model [15], which we refer to as neural

ranking models. More specifically, the division between conventional

versus neural ranking models is based on the input of models. For

example, although the ListNet algorithm uses a neural network

for learning a ranking function, it is considered as a conventional

ranking algorithm since its inputs are human-engineered feature

representations of queries and documents.

The parameters of learning-to-rank models are optimized accord-

ing to the employed loss function. Learning-to-rank models are

then generally categorized into pointwise, pairwise, and listwise

approaches, according to their loss functions [12]. While pointwise

and pairwise learning-to-rank models cast the ranking problem as

classification, the listwise learning-to-rank approach learns a rank-

ing model in a more natural way. As a result, conventional learning-

to-rank algorithms using listwise loss functions have shown bet-

ter performance than pointwise and pairwise algorithms on most

datasets, especially on top-ranked documents [17]. This is mainly

because loss functions of pointwise and pairwise algorithms are not

dependent on the position of documents in the final ranked lists,

and thus are not in accordance with typical IR evaluation metrics.

Although conventional learning-to-rank models using listwise

loss functions have shown promising results [17], to the best of our

knowledge, no existing neural ranking model that learns entirely

from input data without using human-engineered features, employs

a listwise loss function for training. We thus explore the potential

of using listwise loss functions for training of discriminative neural

ranking models. More specifically, we examine the deep relevance

matching model [8] which uses a pairwise hinge loss, with a listwise

loss function, to investigate how the learned ranking models may

differ.

Conventional learning-to-rank models using pointwise or pair-

wise loss functions cannot distinguish if two training instances are

associated with the same query. Therefore, the trained models can

be biased towards queries with more judged or retrieved documents.

Using pointwise or pairwise loss functions for training of neural

ranking models, the research question is then if these models may

also be biased although they are trained on a large amount of data.

Our evaluation shows that some neural ranking models that op-

erate on query-document interaction signals also suffer from this

limitation. These neural ranking models are referred to as early

interaction models for document ranking [7].

Although listwise loss functions comply with the nature of rank-

ing problems, training neural ranking models using listwise loss

functions is more challenging. Given a set of labeled data, pointwise

or pairwise learning algorithms have more training instances than

listwise algorithms, while neural networks need to be trained on



adequately large data. To compensate for this problem, we pro-

pose random sampling of documents associated with each query

before each epoch of training. Our evaluation demonstrates that

reshuffling and sampling improves the performance of the listwise

neural ranker for two reasons: (1) generating a slightly different

set of training instances for each epoch of training which helps the

network not to memorize training data [3], and (2) getting a flat

minimizer of the loss function which helps the trained model to

better generalize to test data [11].

2 RELATED WORK

Neural networks have been used in different ways to improve rank-

ing tasks including ad-hoc information retrieval. We focus here on

discriminative training models using (deep) neural networks for

ad-hoc information retrieval, and do not discuss the models that im-

prove document rankings by using the output of generally trained

neural networks, such as distributed representations of words, to

weight or expand queries [10, 20].

Following the convention of learning-to-rank models, we catego-

rize end-to-end neural ranking models into pointwise, pairwise, or

listwise models based on their loss functions. In addition, these net-

works can be categorized into early or late combination models [7]

based on the input space of the network. Input of late interaction

models are such that the network can independently learn repre-

sentations for queries and documents. The representations are then

compared against each other for document scoring. On the other

hand, input of early interaction models consists of matching signals

between a query and document.

Deep structured semantic model (DSSM) is a late-interaction

model that learns semantic representations for query and docu-

ments, given their raw text features such as term frequency, using

a feed forward neural network [9]. Shen et al. [18] improved the

DSSM model by adding a convolutional layer to derive contextual

feature vectors for words. These networks are trained using click-

through data, where each training instance includes one clicked and

four randomly selected non-clicked documents. The log-likelihood

loss function is used to learn the model parameters, which is not a

listwise loss [13]. Mitra et al. [15] proposed the duet model which

is a combination of two neural models jointly trained for document

ranking based on lexical matching and distributional similarity of a

query and document. Therefore, their network combines early and

late interaction models. The duet model is trained on data sampled

from real query logs and judged by human. The model parameters

are learned by maximizing the likelihood of relevant documents

where negative documents are selected from documents with lower

relevance degrees than the positive document, instead of random

selection.

Guo et al. [8] proposed the Deep Relevance Matching Model

(DRMM) for document ranking. First, local interactions between

each query term and document terms are mapped to a fixed-length

matching histogram, encoding exact matching and distributional

similarity of terms. Therefore, their model belongs to early interac-

tion category of models. Then, a feed forward neural network is

employed to learn hierarchical matching patterns between queries

and documents, and score documents. They used hinge loss de-

fined on a pair of documents to optimize the model parameters in

training. McDonald et al. [14] proposed a ranking model on top

of DRMM model also using a pairwise loss function. Dehghani et

al. [7] proposed weakly supervised training of neural ranking mod-

els. They trained different network architectures and accordingly

different loss functions using weak data. Employed loss functions

are mean squared error which is a pointwise loss, and two pairwise

loss functions, hinge loss and cross-entropy.

While most of the existing neural ranking models are pointwise

scoring, Ai et al. [2] recently proposed a neural network that scores

a list of documents and the model parameters are updated based on

a listwise loss function. The loss for a list of documents is calculated

by summing pairwise logistic loss for all document pairs where

the first document has a higher relevance degree than the second

one. However, they tried the network on conventional feature-

based representations of queries and documents. There are other

neural ranking models considering additional ranking constraints

or additional information than document texts [1, 19] that are not

within the scope of this study.

3 NEURAL RANKING MODEL

3.1 Network Architecture

We use the neural network proposed by Guo et al. [8] to estimate

retrieval scores of documents. This model, known as deep relevance

matching model (DRMM), exploits exact and semantic matching

of query and document terms by deriving fixed-size matching his-

tograms as input of the network. A feed-forward is then used for

non-linear matching between a query term and document terms.

Finally, a gating network indicating the importance of each query

term is applied to compute the score of each document. The network

is trained using a pairwise hinge loss function as follows:

L(q,d+,d−;θ ) = max(0, 1 − s(q,d+) + s(q,d−)), (1)

where d+ and d− are documents relevant and non-relevant to the

query q, respectively, and θ indicates model parameters.

3.2 Listwise Loss Function

We use the loss function of the ListNet algorithm [5] to train a

neural ranking model. This loss function is based on estimating a

probability distribution for a list of scored documents, indicating the

probability of different rankings of documents. The probability dis-

tribution can be estimated using permutation or top-1 probabilities.

Because of the computational complexity of permutation probabili-

ties, we use top-1 probabilities following the original model and its

subsequent use, as follows:

p(dj ) =
exp(s(q,dj ))∑n

k=1
exp(s(q,dk ))

. (2)

The true probability distribution, y(i), is estimated using human

relevance judgments. Cross-entropy is then utilized to measure the

distance between the two probability distributions, estimated based

on predicted scores for documents (z(i)) and estimated based on

relevance judgments as:

L(y(i), z(i);θ ) = −

n∑

j=1

py (i ) (dj ) logpz(i ) (dj ). (3)





Table 1: Precision andMAP performance of the neural rankers on different datasets. Better performance betweenDRMMpl and

DRMMll models is indicated in bold format. Symbol • indicates that improvements of DRMMll over DRMMpl are statistically

significant. Method
Robust04 ClueWeb

P@1 P@3 P@5 P@10 MAP P@1 P@3 P@5 P@10 MAP

DRMMpl 0.52 0.4844 0.4613 0.424 0.2923 0.3833 0.3278 0.3367 0.3267 0.2634

DRMMll 0.56• 0.5244• 0.4773 0.424 0.2989 0.4167 0.3722• 0.37 0.355• 0.2725•

DRMMll−ws 0.4667 0.5289 0.4747 0.4227 0.2962 0.4 0.3722 0.3667 0.36 0.2634

Table 2: nDCG performance of the neural rankers on different datasets. Better performance between DRMMpl and DRMMll

models is indicated in bold format. Symbol • indicates that improvements of DRMMll over DRMMpl are statistically significant.

Method
Robust04 ClueWeb

nDCG@1 nDCG@3 nDCG@5 nDCG@10 nDCG@1 nDCG@3 nDCG@5 nDCG@10

DRMMpl 0.4666 0.4422 0.4385 0.4252 0.3484 0.3118 0.32 0.3277

DRMMll 0.4711 0.4742• 0.4528 0.4355 0.3732 0.359• 0.3595• 0.3666•

DRMMll−ws 0.4133 0.4589 0.442 0.4283 0.3565 0.3539 0.3519 0.3638

Figure 1 shows learning curves of the DRMMmodel trained with

pairwise and listwise loss functions. As the diagram indicates, opti-

mization of listwise loss converges with less fluctuation compared

to that of pairwise loss. This observation demonstrates that more

reliable estimates of the gradient of the listwise loss function are

obtained compared to those of the pairwise loss function. Figure 2

shows MAP performance on test data after each step of training. In

the final steps shown in the diagram, all networks using pairwise

or listwise loss functions are sufficiently trained according to the

loss of validation set. However, performance of the pairwise trained

model still shows large fluctuations, which is not the case for the

listwise trained model. This observation shows that the learned

ranking model using a listwise loss function is more robust than

that using a pairwise loss function.
4.2 Impacts of Data Sampling

Tables 1 and 2 also include the performance of DRMM model when

it is trained using the listwise loss function but without random

sampling of documents. Although training on the entire set of doc-

uments associated with each query has lower performance than

that with random sampling of documents, it improves the perfor-

mance of the pairwise model for all metrics except P@1, P@10,

and nDCG@1 over Robust04. We believe the lower performance

is because of fewer training samples in the listwise setting com-

pared to the pairwise setting given the same amount of labeled

data. The learning curves for the cases of training with and without

random sampling of documents before each epoch of training are

also depicted in Figure 1. The learning curves demonstrate that

without sampling, we get a sharper decrease in training loss. Keskar

et al. [11] have shown that a flat minimizer of loss better general-

izes to test data. This fact justifies the performance improvements

obtained by random sampling of documents. Figure 2 shows that

with sampling, not only does the performance of the trained model

increase on test data, but the performance also has less fluctuations

in the final steps of training, which is desirable.

5 CONCLUSION AND FUTURE WORK

We demonstrate how listwise loss functions can improve the re-

trieval performance of neural ranking models. More specifically,

we examine how training the deep relevance matching model, which

is a pairwise model, with a listwise loss function impacts the per-

formance of retrieval. We also show that reshuffling and random

sampling of documents associated with each query before each

epoch of training improves the performance of retrieval. There are

several possible directions for future work. A promising line is to

examine more smart sampling approaches as we demonstrated that

sampling can improve the retrieval performance. We also would

like to investigate how other listwise loss functions impact the

performance of neural ranking models.
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