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ABSTRACT
Term discrimination value is among the three basic heuristics ex-
ploited, directly or indirectly, in almost all ranking models for ad-
hoc Information Retrieval (IR). Query term discrimination in mono-
lingual IR is usually estimated based on document or collection
frequency of terms. In query translation approach for CLIR, dis-
crimination value of a query term needs to be estimated based on
document or collection frequencies of its translations, which is
more challenging. We show that the existing estimation models do
not correctly estimate and adequately reflect the difference between
discrimination power of query terms, which hurts the retrieval per-
formance. We then propose a new model to estimate discrimination
values of query terms for CLIR and empirically demonstrate its
impact in improving the CLIR performance.
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1 INTRODUCTION
Cross-Language Information Retrieval (CLIR) is the task of retriev-
ing documents with respect to queries in a language different than
the language of documents. The general approach for crossing
the language barrier between queries and the documents, is to
use some sort of translation. Following the dominant approach
for translation-based CLIR, we focus on the query translation ap-
proach [15]. Machine-readable bilingual dictionaries do not provide
sufficient coverage for CLIR due to out of vocabulary words and
neologisms. To compensate this deficiency, CLIR models tend to
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use statistical translation models learned from aligned bilingual cor-
pora, to achieve acceptable performance. These models are referred
to as corpus-based CLIR models.

Twowidely-used basicmethods for corpus-based CLIR are: (1) The
probabilistic structured query (PSQ) method [5], and (2) cross-
language information retrieval based on the language modeling
framework [11, 12, 24] (henceforth referred to as the LM-based
method). While two approaches have comparable results, and there
is no constant winner over all test datasets, the PSQ performs better
than the LM-based models in more cases [19]. The PSQ method
provides two statistical estimates for each query term; term fre-
quency in a document and document frequency. These estimates
can then be adopted in any monolingual retrieval model based on
these statistics of query terms, such as BM25 model [20], to rank
documents in CLIR.

The PSQ method has shown promising results, yet we show that
there is still one issue in the estimation of document frequency
of query terms that limits the performance of the PSQ method.
More specifically, document frequency of a query term is estimated
based on the document frequency of its translations, where each
translation is weighted by the translation probability obtained from
a translation resource. The estimated document frequency is then
used to compute the discrimination value of the query term. We
show that between two query terms, the one that has a translation
with lower document frequency and higher translation probability
may incorrectly get a lower discrimination value. We propose a
modification to the PSQ to solve this issue. Our experimental results
on multiple standard datasets show that our proposed modification
on the PSQ method significantly improves the performance of CLIR.
2 RELATEDWORK
The task of CLIR is to score documents with respect to a query in a
language different than that of the documents. Due to the different
languages of queries and documents, some sort of processing is
needed to match document terms with query terms. Cross-language
information retrieval between similar language pairs can be per-
formed without any direct translation [2, 4, 8, 14, 21]. However, the
most general approach for this task is to use translation resources.

Translation knowledge is used in CLIR to make a comparable
representation of both queries and documents. Building compara-
ble representation of queries and documents can be done using
different strategies; by representing both queries and documents
either in the query language space, or in the document language
space, in an intermediate language space or in low-dimensional
vectors [10, 22, 23]. The low-dimensional vectors for the CLIR task,
proposed by Vulić and Moens [23], can be considered as an inter-
mediate language space for queries and documents, because word
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Table 1: An example query and estimated document fre-
quencies using the PSQ method [5]

Query term Translations PSQ-dfTrans. prob. Mono-df

q1
0.8 100 200,0800.2 1,000,000

q2
0.8 10,000 198,0000.2 950,000

embedding is used for representation of words in documents and
queries which are in two languages. Each strategy has its own
advantages and limitations.

Different approaches for using translation knowledge in retrieval
models can be categorized into two groups. The first category of
approaches adopts the idea of translation models in monolingual
information retrieval, proposed in [3], to CLIR. The cross-lingual
models proposed in [11, 12, 24] belong to the first category. More
specifically, Xu et al. [24] used a general collection in the query
language for smoothing the new estimated language models for
documents, while Kraaij et al. [11] smoothed the document lan-
guage models using the reference language model of document
collection in the target language. In our experiments, we follow
the latter choice for smoothing document language models. On the
other hand, probabilistic structured query model proposed in [5]
belongs to the second category of approaches, where each query
term is weighted using an aggregation function on statistics of its
translations.

Empirical evaluation of cross-language retrieval models are stud-
ied in [16]. They empirically compare the performance of the PSQ
method with balanced translation for English-Chinese information
retrieval, and show that the PSQ method outperforms balanced
translation.

Li and Gaussier [13] extend the information-based model for
monolingual information retrieval to the cross-lingual setting. The
proposed retrieval model is a dictionary-based model for CLIR,
which assumes uniformweights for all translations of a term. Learning-
basedmodels for CLIR have shown promising results [1, 7, 18]. They
all use term discrimination value estimated by the PSQ method as
a feature to represent queries. Replacing this IDF feature in these
learning-based models with a better estimate will lead to better
CLIR performance.

3 THE PROPOSED PSQ++ METHOD
We first describe the Probabilistic Structured Query method which
is the basis of our proposed model, and then describe the proposed
modification to the original PSQ method.

PSQ method. Probabilistic Structured Queries [5] is among the
representative basic ranking models for cross-language information
retrieval. Given a probabilistic translation model, frequency of a
query word in a document written in another language is estimated
as follows:

c(qi ,d) =
∑
w ∈Vt

p(w |qi )c(w,d), (1)

where w is a term in the vocabulary of document’s language Vt ,
and p(w |qi ) is the probability of translating word qi into wordw .

Similarly, document frequency of a query term is estimated using
document frequency of translations as

df(qi ) =
∑
w ∈Vt

p(w |qi )df(wt ). (2)

These frequency estimates are then used in a monolingual re-
trieval model to score documents, where BM25 has been mainly
used. The BM25 model uses inverse document frequency (IDF) to
discriminate query terms. There are multiple ways to calculate IDF
from document frequency of terms, for which we use the following
in our study [6]:

idf(w) = log
N + 1
df(w)

, (3)

where N is the total number of documents in the corpus.
PSQ++ method. Before we describe the proposed improvement

on the PSQ method, let’s first consider an example query shown
in Table 1 and see how its terms are distinguished using the PSQ
method. The query has two query terms q1 and q2, where each
query term has two translations with probabilities and document
frequencies mentioned in the table. Both query terms q1 and q2
translate with probability 0.2 to a term that occurs very frequently
in the corpus, i.e., in 1,000,000 and 950,000 documents, respectively.
These translations, even if correct translations, cannot discriminate
relevant and non-relevant documents because of their high doc-
ument frequencies. On the other hand, query term q1 translates
with probability 0.8 to a term with document frequency of 100,
while translation of q2 with the same probability occurs in 10,000
documents. Therefore, query term q1 should have a higher discrim-
ination weight (IDF) than q2 in ranking the documents. However,
as shown in the table, the IDF values computed by the PSQ method
have the reverse order.

Generally, a query term whose translations with high translation
probabilities have low document frequencies is expected to have a
high IDF value, which means to have a low aggregated document
frequency (according to Eq. 3). Therefore, low document frequency
is expected for a query term with low document frequency trans-
lations that have high translation probabilities. This implies that
document frequency of a query term should have a negative cor-
relation with translation probabilities, but a positive correlation
with document frequencies of translations. However, as in Eq. 2,
the document frequency of translations and their probabilities are
multiplied together, thus they both have positive correlations with
estimated document frequency for a query term, which can cause
incorrect IDF weights in some cases such as the example in Table 1.

Another potential flaw of the document frequency estimation in
the PSQ method is that translation probabilities with values in (0, 1]
range can be dominated by large values of document frequencies
in big corpora, allowing highly frequent translations determine the
discrimination value of the query term, even when they have low
translation probabilities.

To address the weaknesses of the PSQ method, we propose to
estimate discrimination values of a query term as weighted combi-
nation of discrimination values of its translations, as follows:

idf(qi ) =
∑

wt ∈Vt

p(wt |qi )idf(wt ), (4)
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Table 2: Datasets.

Data collection Document
language

Query
language

Experiment
name

Num of
queries

LA Times 1994 English French qFr-docEn 50
Italian qIt-docEn 50

Le Monde 1994
French SDA 94 French English qEn-docFr 50

La Stampa 1994
Italian SDA 94 Italian English qEn-docIt 50

Table 3: MAP and precision performance of monolingual in-
formation retrieval using BM25.

qEn-docEn qFr-docFr qIt-docIt
MAP P@10 MAP P@10 MAP P@10
0.4063 0.3738 0.3407 0.3320 0.3289 0.3694
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Figure 1: IDF values of each query term.

where idf(wt ) is estimated using Eq. (3) using document frequency
of translationwt , which can be directly computed using the collec-
tion of documents. This estimate of IDF values for query terms in
the cross-language setting does not have the issues of the estimate
in Eq. 2, and can be used in retrieval models to weight query terms.

4 EXPERIMENTS
Datasets and experimental setup.We perform experiments on
test collections from ad-hoc cross-language track in CLEF-2002
campaigns. We use English, French, and Italian collections to cover
CLIR for different language pairs and different translation directions.
Table 2 shows the datasets used in our experiments. Experiments
are done using the Lemur toolkit1.

Diacritic characters are mapped to the corresponding unmarked
characters. Stopwords are removed using stopword lists provided in
IRMultilingual Resources at UniNE2. Next, words of all languages are
stemmed using Snowball stemmers3. The TEXT and TITLE fields of
1https://lemurproject.org/lemur.php
2http://members.unine.ch/jacques.savoy/clef/
3http://snowball.tartarus.org/.
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Figure 2: Ratio of IDF of query terms for eah query.

Query Number

AP

0

0.25

0.5

0.75

1

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43

PSQ++ PSQ

Figure 3: Average precision of each query.

documents in test collections are then indexed for retrieval. We use
a word-to-word translation model (IBM model 1) for each language
pair learned on the Europarl corpus [9] by GIZA++ toolkit [17].
Both sides of each parallel corpus are preprocessed before word
alignment. We use the top 3 translations for each word in our
experiments, and translation probabilities are linearly normalized.

For each experiment, we report Mean Average Precision (MAP)
and Precision at top 10 documents (P@10). Two-tailed paired t-test
at a 95% confidence level is performed to test whether the differences
between MAP performance of PSQ and PSQ++ are statistically
significant. We also show the results of LM-based method [12] in
this table as another baseline. Table 3 shows the performance of
monolingual retrieval on the document collection of datasets as a
baseline for cross-language information retrieval.

Table 4 shows the performance of CLIR when discrimination
values of query terms are estimated using the PSQ method and
the proposed PSQ++ method. As the results show, the proposed
estimation improves the retrieval performance across all datasets,
and the improvements are statistically significant.

For “qEn-docIt” dataset, we show more detailed results. First, Fig-
ure 1 show that although the two estimates of term discrimination
values in PSQ and proposed PSQ++ methods seem to be similar,
they are considerably different for some query terms such as the

https://lemurproject.org/lemur.php
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Table 4: MAP and precision performance of the CLIR methods.

Method qFr-docEn qIt-docEn qEn-docFr qEn-docIt
MAP P@10 MAP P@10 MAP P@10 MAP P@10

LM-based 0.3055 0.3146 0.3110 0.2805 0.3129 0.3184 0.2281 0.2750
PSQ 0.2732 0.3122 0.2785 0.2537 0.2573 0.2857 0.2077 0.2562
PSQ++ 0.3242 0.3488 0.3167 0.2951 0.3162 0.3184 0.2502 0.2812

first query term. Although the absolute values of IDF of query terms
impact the retrieval performance, we hypothesize that the ratio
of IDF of different query terms of a query is more important for
retrieval effectiveness. To study how PSQ and PSQ++ impact IDF
ratio between query terms of a query term, we average the IDF
ratio of consecutive pairs of query terms. More specifically, given a
query q = {q1,q2, . . . ,qn }, we compute the following value for the
query.

1
n − 1

n−1∑
i=1

idf(qi+1)
idf(qi )

. (5)

The idf(qi ) in this equation is estimated using PSQ or PSQ++method.
Queries that have a query term with estimated IDF value of zero
are removed from consideration. This happens when none of the
translations of a query term occurs in the corpus. Figure 2 shows
the averaged ratio values for each query. As shown in the figure,
the ratio of query terms estimated by the two methods are quite dif-
ferent. We also observe that the ranking of query terms by their IDF
values estimated by PSQ and PSQ++ are different for some queries.
To investigate how difference in IDF ratio of query terms impacts
retrieval performance, we provide the average precision of queries
in the dataset in Figure 3. For query 6 in the figure, we show that
the PSQ++ method outperforms the PSQ. Based on Figure 2, one
can observe that IDF ratios of query terms in query 6 by the PSQ
and PSQ++ methods are considerably different. This observation
conforms our hypothesis that IDF ratio of query terms impact the
retrieval performance. In addition, the higher CLIR performance
using the PSQ++ method shows that the PSQ++ can better reflect
the difference between discrimination power of query terms.

5 CONCLUSION AND FUTUREWORK
We show that the estimation of document frequency for query
terms in the probabilistic structured query has an issue that hinders
the performance of CLIR. The issue is that the estimated docu-
ment frequency for a query term has a positive correlation with the
translation probability, while high translation probability indicate
a high quality translation that its discrimination power should not
decrease by its translation probability. We proposed a modification
to the PSQ method to better estimate the IDF values of query terms
and show the empirical impacts of the proposed improvement on
the performance of CLIR. One interesting direction for future re-
search is to compare the two methods based on axiomatic analysis
framework, where constraints that a method for IDF estimation in
CLIR models should statisfy in order to provide reasonable rankings
of documents are formulated.
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