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ABSTRACT

In traditional retrieval environments, a ranked list of candidate doc-

uments is produced without regard to the number of documents.

With the rise in interactive IR as well as professional searches such

as legal retrieval, this results in a substantial ranked list which is

scanned by a user until their information need is satisfied. Deter-

mining the point at which the ranking model has low confidence

in the relevance score is a challenging, but potentially very useful,

task. Truncation of the ranked list must balance the needs of the

user with the confidence of the retrieval model. Unlike query per-

formance prediction where the task is to estimate the performance

of a model based on an initial query and a given set documents,

dynamic truncation minimizes the risk of viewing a non-relevant

document given an external metric by estimating the confidence

of the retrieval model using a distribution over its already calcu-

lated output scores, and subsequently truncating the ranking at that

position. In this paper, we propose an assumption-free approach

to learning a non-parametric score distribution over any retrieval

model and demonstrate the efficacy of our method on Robust04,

significantly improving user defined metrics compared to previous

approaches.
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1 INTRODUCTION

A typical output of an information retrieval (IR) system is a ranked

list of documents with their corresponding scores. However, cer-

tain applications of IR are sensitive to the amount of candidate

documents retrieved. In the case of legal retrieval, for example,

each additional document results in a monetary penalty due to the

additional time spent investigating the document, while mobile

and dialogue systems incur a negative user impact when excess

non-relevant documents are returned.

In situations where there is a penalty on the number of docu-

ments returned, based on a user-defined constraint, it is crucial

for an IR system to minimize the risk of showing non-relevant

documents. As opposed to query performance prediction, here the

task is to capture the confidence of the model and approximate

performance over a fixed set size of scores; the truncation problem

attempts to find the maximum partition of the original ranked list

with respect to a user defined penalty for non-relevant documents.

As the given ranked list is already ordered, this problem de-

composes into identifying an appropriate cutoff k for each query

given the documents’ relevance scores. We formulate this problem

as a sequential decision process over a pre-computed ranked list

and propose a novel approach that takes into account neighbor-

ing documents. Given a fixed scoring function, we implement an

LSTM-based model, referred to as BiCut, over the ordered list and

partition it to minimize a predefined cost function tailored to a

specific user need.

In attempt to solve this, past work [2] has assumed a parametric

distribution over relevant documents in a ranked list and selected

models that fit that parametric distribution. In this paper, we intro-

duce a neural approach that is able to learn any parametric or non

parametric distribution over the score list [8], thus removing the

model selection problem required previously. We validate the model

on the TREC Robust collection, and our experiments demonstrate

that BiCut produces a significantly better partition than previous

approaches over a variety of user scenarios.

2 RELATED WORK

While the need for dynamic truncation has only recently become a

significant issue [1], past work has addressed the concept of identi-

fying the most relevant documents for a user. Arampatzis et al. [2]

approach this task for the TREC 2008 Legal Track. The authors

leverage the score distribution to estimate a threshold score for

each query given a ranked list of 100000 documents. By model-

ing the score distribution of query-document pairs via a normal-

exponential mixture, they estimate the truncation position using

the Expectation Maximization algorithm [10]. The authors achieve
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significant performance improvements in F1; however, this relies

on their distribution assumption, which the authors themselves

state does not always hold. In contrast, the proposed BiCut model

learns a latent distribution within its parameters during training,

and thus does not rely on having a prior assumption on the ranked

list. Furthermore, we approach the dynamic truncation problem

from an ad-hoc retrieval perspective and focus on shorter ranked

lists.

A key motivator of this work is query performance prediction

(QPP) [3ś5, 15] where the aim is to estimate the effectiveness of

a retrieval model given a query. As the drive behind QPP is that

a retrieval model’s performance is dependent on the query, it is

reasonable to approach this from a post query perspective, and

dynamically reduce the final ranked list. In particular, the work

done by Culpepper et al. [4] approximates this paper. The key

difference is the authors use only the score information over a set

of sampled documents to estimate the performance of the query

on a fixed set using a feed forward model. The proposed method in

this paper selects a maximum partition via a seq2seq approach, and

uses document information to learn the stability of the retrieval

model over a ranked list.

In addition, the truncation decision is intuitively related to cas-

cade methods. Cascade approaches [14] build a multi-stage ranker

and use a hyperparameter to decide the number of documents to

pass on to the following stage based off of efficiency and retrieval

performance. Conversely, the work proposed in this paper focuses

on the problem of learning a distribution over this truncation hy-

perparameter given any utility function.

3 DYNAMIC TRUNCATION

The dynamic truncation problem can be represented as maximizing

an external metric at a given truncation position.

Formally, for a ranked document list D = {d1,d2, · · · ,dn } for

query q, and retrieval function f (q,d), where f (q,di ) > f (q,dj ) if

i < j , the cutoff model needs to predict pi = Pr (di ∈ Dt |d0...di−1 ∈

Dt , f ,q,D) for all di ∈ D whereDt represents the truncated ranked

list. Then, given a evaluation metric C , such as F1 and NDCG@k,

this problem can be defined as predicting a kopt s.t.

min
0<kopt <n

C(D1, ...,kopt ) s.t. C(D1, ...,kopt ) ≥ C(D1, ...,l ) ∀ l > kopt

3.1 Neural Approach

While past work [15] has used a feedforward neural model to pre-

dict the performance of a query given a fixed input, the task of

truncating a ranked list requires a model to consider all possible

cuts of an ordered set. The fixed position nature of the traditional

feedforward approach makes it difficult to determine where the IR

model’s score fails to capture relevance within the ranked list.

As it is these relative score fluctuations that determine where to

truncate, a BiLSTM network [6] is adopted to model these sequen-

tial relations. For a document di , consider a relevance score f (q,di )

and corresponding document statistics s(di ), including document

length, number of unique tokens, and term frequency. By feeding

the scores of the ranked list with concatenated document statis-

tics into the BiLSTM, the sequence to sequence nature of RNNs

results in a confidence value of { f (q,di ), s(di )} given its context.

Figure 1: Toy example of BiCut over a ranked list with 6 doc-

uments. EOL indicates the truncation point of the ranked

list.

For example, where { f (q,di ), s(di )} has a significant change from

{ f (q,di−1), s(di−1)}, the model can identify when a significant shift

occurs and incorporate this into the truncation prediction. This ap-

proach allows for a non-parametric view of the score and document

probability distribution it is modeling, and thus is an assumption-

free approach.

We train the BiCut via Adam [9] with a learning rate of 10−4,

where a ranked list is input sequentially in both forward and reverse

order into two 128 dimension Bi-LSTM layers. Each position is

then passed into a 256 dimension feedforward layer prior to a two

dimension softmax. In a similar vein to machine translation with the

end of sentence token, the BiCut output consists of a two dimension

softmax, representing Continue and EOL for end-of-list. The ranked

list is truncated at the first instance of EOL.

To clarify the process of BiCut, we illustrate a toy example in

Figure 1. In this example, the input is a ranked list of the top 6 doc-

uments retrieved by a model. BiCut sequentially decides Continue

for the first 3 documents, and then judges d4 as not relevant enough

to include given some predefined metric discussed in the following

section. The final retrieved result will be {d1,d2,d3}.

3.2 Cutoff Loss Function

The flexibility of treating the scores and document statistics as a

non-parametric distribution allows anymetricC if there is an appro-

priate corresponding loss function LC for minimization objective

to be chosen over any ranked list. To illustrate the flexibility of this

approach, two C functions are proposed and evaluated. However,

any standard IR metric can be used, as well as context sensitive user

models such as learning an inverse reward function for dialogue

systems.

Recall-Precision: Precision and Recall are two fundamental

metrics in IR field. Due to the trade-off between them, the F1 metric

is commonly adopted to balance these metrics when evaluating a

system. To reflect BiCut’s ability to handle different metrics, we

use F1 as the user defined metric C , referred to as CF 1, and adopt a

weighted loss function that leverages a joint loss function with an

α hyperparameter that controls the impact of false positives and

false negatives. We apply the loss,

LCF 1
=

∑

di ∈D j

(αI(yi = 0)
pi

1 − r
+ (1 − α)I(yi = 1)

1 − pi

r
) (1)
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where yi is the relevance label, I is an indicator function, r is the

estimation of proportion of relevant documents in the list, D j is

a partition of D up to document dj , and α is a hyperparameter

between 0 and 1 for modifying the balance between two terms. In

the loss function, the first term is for false positive instances and

the second is for false negative instances. r acts as a normalization

value for the ratio of relevant and non-relevant documents. In this

paper, we estimate r by the proportion of relevant documents in

the training data.

Negative Cumulative Impact: To represent a case whereC is

a non-linear user cost such as in mobile search or dialogue systems,

we consider a negative cumulative impact (NCI) user model where

there exists a significant increase in cost resulting from including

non-relevant documents in the truncated list.CNCI is modeled as a

discounted utility gain when a relevant document is included, and

a linearly increasing negative utility for including a non-relevant

document. CNCI , and the loss of the cost function used to train

BiCut is shown below:

CNCI =

∑

di ∈D j

(
I(yi = 1)

log2(i + 1)
− I(yi = 0) ∗

i

α
) (2)

LCNCI
=

∑

di ∈D j

(−
I(yi = 1)pi

log2(i + 1)
+ I(yi = 0)pi ∗

i

α
) (3)

4 EXPERIMENTS

4.1 Dataset

We analyze truncation methods on the TREC collection Robust04.

This collection was used in the TREC Robust Track 2004. It contains

250 queries, 528k news articles, and approximately 70 relevant

documents for each query. In this dataset, each query has a title,

rough description and detailed narrative. In this paper, the title is

used as the query for retrieval.

We randomly select 80% of the queries as training set, and the

remaining 20% as testing set. For hyperparameter tuning, we con-

duct a grid search using a 5-fold cross-validation over the training

set.

4.2 Baselines

A number of baseline truncation methods are evaluated. The first

policy uses a fixed k . This is a common method for evaluation

of ranking functions [7, 11, 13] as past work has evaluated their

models by metrics with a fixed truncation, such as Precision@10

and nDCG@10. Second, the greedy choice of k based on training

data is used as a case of a fixed k method by choosing a k such that

C is maximized over the training data. Lastly, Arampatzis et al. [2]

is evaluated as a competitive method for dynamic list truncation

that relies on a parametric view of the data.

4.3 Setting

The effectiveness of a dynamic truncation model is analyzed over

two retrieval approaches. The first is a traditional tf.idf basedmodel,

BM25, and the second represents a deep neural retrieval model,

DRMM [7]. We retrieve the top 300 documents from each retrieval

model and pass it through the truncation methods. Although this

process removes a significant number of documents with respect

Table 1: Truncation results over F1 and NCI costs. †marks a

statistically significant difference against the best baseline

(p < 0.05 for paired t-test) for each C.

BM25 DRMM

CF 1 CNCI CF 1 CNCI

Fixed k (5) 0.1621 1.403 0.0974 1.518

Fixed k (10) 0.1995 2.027 0.1560 2.141

Fixed k (50) 0.2241 2.915 0.2646 3.436

Greedy choice 0.2292 3.038 0.2601 3.038

Arampatzis et al. [2] 0.2227 - 0.1660 -

BiCut(f ) 0.2349† 3.099† 0.2740† 3.487†

BiCut (f ,s) 0.2412† 3.108† 0.2836† 3.511†

to the entire collection, it is much larger than the general cut-

off adopted by ranking evaluations such as P@10 or R@20. Thus,

while it does simplify the dynamic truncation task, it provides a

relatively unbiased and challenging environment to sufficiently

validate BiCut.

We conduct two experiments to validate the BiCut model. First,

we examine the performance of BiCut by dynamically choosing

a cutoff on the 300 length ranked list for the desired metric, C .

Second, we perform an ablation study by examining the role of the

document statistic distribution on BiCut’s ability to estimate the

confidence of the retrieval model by only using f (q,d) as input. The

ablation study also facilitates a fair comparison between Arampatzis

et al [2] and BiCut by reducing the input space to that of just the

retrieval score,f (q,d), as the assumption-based method does not

exploit individual document statistics, s(d).

5 RESULTS AND DISCUSSION

5.1 F1 Cutoff Performance

As seen in Table 1, BiCut achieves a significant increase in per-

formance over all baselines in the target F1 metric. We include

precision and recall performance to provide insight into the F1

value as seen in Figure 2, where the model achieves optimal F1

performance at α = 0.65. This suggests that unlike the actual F1

metric, which precision and recall are equally important, the loss is

more effective when it focuses on precision over recall. We consider

that the estimation of r from training data inevitably causes bias,

but the mechanism of a tunable α can still help to find an effective

weighting forCF 1. Furthermore, we also see that different values of

α result in a precision-oriented (larger α ) or recall-oriented (smaller

α ) predictor. Lastly, in Figure 3, BiCut aims to approximate the

optimal distribution of cutoff value, and truncates the list well be-

fore the 300 document limit, indicating that the initial cutoff did

not impact the model’s results. However, the inability to properly

produce the optimal k when k is greater than 200 suggests that the

model learns a conservative approach to the truncation task.

Of particular note is the performance of Arampatzis et al. [2].

As their model relies on certain distribution assumptions over the

collection and scores to fit a parametric normal-exponential dis-

tribution, it struggles in the situations where this assumption is

violated. While the normal-exponential approach was developed for

tf.idf score distributions, the significant decrease in performance
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