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Abstract

Many tasks in NLP and IR require ef-

ficient document similarity computations.

Beyond their common application to ex-

ploratory data analysis, latent variable

topic models have been used to represent

text in a low-dimensional space, indepen-

dent of vocabulary, where documents may

be compared. This paper focuses on the

task of searching a large multilingual col-

lection for pairs of documents that are

translations of each other. We present

(1) efficient, online inference for repre-

senting documents in several languages in

a common topic space and (2) fast ap-

proximations for finding near neighbors in

the probability simplex. Empirical evalu-

ations show that these methods are as ac-

curate as—and significantly faster than—

Gibbs sampling and brute-force all-pairs

search.

1 Introduction

Statistical topic models, such as latent Dirich-

let allocation (LDA) (Blei et al., 2003), have

proven to be highly effective at discovering hid-

den structure in document collections (Hall et al.,

2008, e.g.). Often, these models facilitate ex-

ploratory data analysis, by revealing which col-

locations of terms are favored in different kinds

of documents or which terms and topics rise and

fall over time (Blei and Lafferty, 2006; Wang and

McCallum, 2006). One of the greatest advan-

tages in using topic models to analyze and process

large document collections is their ability to rep-

resent documents as probability distributions over

a small number of topics, thereby mapping doc-

uments into a low-dimensional latent space—the

T -dimensional probability simplex, where T is the

number of topics. A document, represented by

some point in this simplex, is said to have a par-

ticular “topic distribution”.

Representing documents as points in a low-

dimensional shared latent space abstracts away

from the specific words used in each document,

thereby facilitating the analysis of relationships

between documents written using different vocab-

ularies. For instance, topic models have been used

to identify scientific communities working on re-

lated problems in different disciplines, e.g., work

on cancer funded by multiple Institutes within the

NIH (Talley et al., 2011). While vocabulary mis-

match occurs within the realm of one language,

naturally this mismatch occurs across different

languages. Therefore, mapping documents in dif-

ferent languages into a common latent topic space

can be of great benefit when detecting document

translation pairs (Mimno et al., 2009; Platt et al.,

2010). Aside from the benefits that it offers in the

task of detecting document translation pairs, topic

models offer potential benefits to the task of creat-

ing translation lexica, aligning passages, etc.

The process of discovering relationship be-

tween documents using topic models involves: (1)

representing documents in the latent space by in-

ferring their topic distributions and (2) comparing

pairs of topic distributions to find close matches.

Many widely used techniques do not scale ef-

ficiently, however, as the size of the document

collection grows. Posterior inference by Gibbs

sampling, for instance, may make thousands of

passes through the data. For the task of comparing

topic distributions, recent work has also resorted

to comparing all pairs of documents (Talley et al.,

2011).

This paper presents efficient methods for both







Algorithm 1 Online variational Bayes for PLTM

initialize λl randomly

obtain the tth mini-batch of tuples Mt

for t = 1 to∞ do

ρt ←
(

1
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E step:

initialize γt randomly

for each document tuple in mini-batch t

for m in Mt do

repeat
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end for

M step:
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end for
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Figure 3: Speed vs. accuracy comparison between

Online VB PLTM and Gibbs Sampling PLTM at

T=50,100, 200 and 500. We used a Python imple-

mentation of Online VB and Mallet’s Java imple-

mentation of PLTM with in-memory Gibbs Sam-

pling using 1000 iterations.
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Figure 4: Collection size vs. training time compar-

ison between Online VB PLTM and Gibbs Sam-

pling PLTM using multilingual collections of 50k,

100k, 250k, 500k, 750k and 1M speech pairs.

digamma function (Asuncion et al., 2009) whose

time complexity increases linearly with the num-

ber of topics.

While a multilingual collection of ∼64k docu-

ment pairs is considered relatively big, our goal

of deriving the Online VB PLTM approach was to

be able to utilize PLTM on very large multilingual

collections. To analyze the potential of using On-

line VB PLTM on such collections we ran speed

comparisons within the training step by creating

multilingual collections of different lengths multi-

plying the original English-Spanish Europarl col-

lection. Speed comparisons using collections of

length 50K, 100K, 250K, 500K, 750K and 1M are

shown in Figure 4. Training was performed with

the number of topics T set to T=50 and T=500.

As we increase the collection size we observe

the real benefit of using Online VB compared to

Gibbs sampling. This is mostly attributed to the

fact that the Gibbs sampling approach requires

multiple iterations over the whole collection in or-

der to achieve a convergence point. For collec-

tion sizes of 50k and 100k the training time for

the Online VB PLTM with T=500 approaches the

training time of Gibbs sampling with T=50 and as

we increase the collection size this proximity dis-

sipates.

In Figure 5 we show a sample set of the aligned

topics extracted using Online VB PLTM with

T=400 on the English-Spanish Europarl collec-

tion. For a given topic tuple words are ordered

based on probability of occurrence within the

given topic.
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Figure 6: Distance measures and bounds

(Guha et al., 2006). The constant factor relation-

ship provides us with the theoretical guarantees

necessary for this approximation.

In practice, we can often do much better than

this theoretical bound. Figure 7 shows the empiri-

cal relation of JS and Hellinger on a translation-

detection task. As will be described in §4, we

computed the JS and Hellinger divergences be-

tween topic distributions of English and Spanish

Europarl speeches for a total of 1 million docu-

ment pairs. Each point in the figure represents

one Spanish-English document pair that might or

might not be translations of each other. In this

figure we emphasize the lower left section of the

plot where the nearest neighbors (i.e., likely trans-

lations) reside, and the relationship between JS

and Hellinger is much tighter than the theoretical

bounds and from pratical perspective as we will

show in the next section. As a summary for the

reader, using the above approaches, we will ap-

proximate JS divergence by using the Euclidean

based representation of the Hellinger distance. As

stated earlier, the Euclidean based representation

is computed using well established approximation

approaches and in our case we will use two such

approaches: the Exact Euclidean LSH (E2LSH)

(Andoni et al., 2005) and the k-d trees implemen-

tation within the Approximate Nearest Neighbor

(ANN) library (Mount and Arya, 2010).
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Figure 7: Empirical evidence of the bounds pre-

sented in Eq. 7 on 1 million document pairs—

zoomed section where nearest neighbors reside.

The lower bound is He(p, q) = 1
2 ln(2)JS(p, q)

while the upper bound is He(p, q) = 2JS(p, q).

4 Efficient Approximate Translation

Detection

Mapping multilingual documents into a common,

language-independent vector space for the pur-

pose of improving machine translation (MT) and

performing cross-language information retrieval

(CLIR) tasks has been explored through vari-

ous techniques. Mimno et al. (2009) introduced

polylingual topic models (PLTM), an extension of

latent Dirichlet allocation (LDA), and, more re-

cently, Platt et al. (2010) proposed extensions of

principal component analysis (PCA) and proba-

bilistic latent semantic indexing (PLSI). Both the

PLTM and PLSI represent bilingual documents in

the probability simplex, and thus the task of find-

ing document translation pairs is formulated as

finding similar probability distributions. While

the nature of both works was exploratory, results

shown on fairly large collections of bilingual doc-

uments (less than 20k documents) offer convinc-

ing argument of their potential. Expanding these

approaches to much large collections of multilin-

gual documents would require utilizing fast NN

search for computing similarity in the probabil-

ity simplex. While there are many other proposed

approaches to the task of finding document trans-

lation pairs that represent documents in metric

space, such as Krstovski and Smith (2011) which

utilizes LSH for cosine distance, there is no evi-

dence that they yield good results on documents

of small lengths such as paragraphs and even sen-



tences.

In this section, we empirically show how to uti-

lize approaches that deal with representing docu-

ments in the probability simplex without a signif-

icant loss in accuracy while significantly improv-

ing the processing time. We use PLTM represen-

tations of bilingual documents. In addition, we

show how the results as reported by Platt et al.

(2010) can be obtained using the PLTM represen-

tation with a significant speed improvement.

As in (Platt et al., 2010) and (Mimno et al.,

2009) the task is to find document translation pairs

in a multilingual collection of documents by rep-

resenting documents in the probability simplex

and computing similarity between their probabil-

ity distribution representation across all document

pairs. For this experimental setup, accuracy is de-

fined as the number of times (in percentage) that

the target language document was discovered at

rank 1 (i.e. % @Rank 1.) across the whole test

collection.

4.1 Experimental Setup

We use Mallet’s (McCallum, 2002) implementa-

tion of the PLTM to train and infer topics on the

same data set used in Platt et al. (2010). That

paper used the Europarl (Koehn, 2005) multilin-

gual collection of English and Spanish sessions.

Their training collection consists of speeches ex-

tracted from all Europarl sessions from the years

1996 through 1999 and the year 2002 and a devel-

opment set which consists of speeches from ses-

sions in 2001. The test collection consists of Eu-

roparl speeches from the year 2000 and the first

nine months of 2003. While Platt et al. (2010) do

offer absolute performance comparison between

their JPLSA approach and previous results pub-

lished by (Mimno et al., 2009), these performance

comparisons are not done on the same training and

test sets—a gap that we fill below.

We train PLTM models with number of topics T

set to 50, 100, 200, and 500. In order to compare

exactly the same topic distributions when comput-

ing speed vs. accuracy of various approximate and

exhaustive all-pairs comparisons we focus only on

one inference approach - the Gibbs sampling and

ignore the online VB approach as it yields sim-

ilar performance. For all four topic models, we

use the same settings for PLTM (hyperparame-

ter values and number of Gibbs sampling itera-

tions) as in (Mimno et al., 2009)2. Topic distribu-

tions were then inferred on the test collection us-

ing the trained topics. We then performed all-pairs

comparison using JS divergence, Hellinger dis-

tance, and approximate, LSH and kd-trees based,

Hellinger distance. We measured the total time

that it takes to perform exhaustive all-pairs com-

parison using JS divergence, the LSH and kd-

trees version on a single machine consisting of a

core 2 duo quad processors with a clock speed of

2.66GHz on each core and a total of 8GB of mem-

ory. Since the time performance of the E2LSH de-

pends on the radius R of data set points considered

for each query point (Indyk and Motwani, 1998),

we performed measurements with different values

of R. For this task, the all-pairs JS code implemen-

tation first reads both source and target sets of doc-

uments and stores them in hash tables. We then go

over each entry in the source table and compute di-

vergence against all target table entries.We refer to

this code implementation as hash map implemen-

tation.

4.2 Evaluation Task and Results

Performance of the four PLTM models and the

performance across the four different similarity

measurements was evaluated based on the percent-

age of document translation pairs (out of the whole

test set) that were discovered at rank one. This

same approach was used by (Platt et al., 2010) to

show the absolute performance comparison. As in

the case of the previous two tasks, in order to eval-

uate the approximate, LSH based, Hellinger dis-

tance we used values of R=0.4, R=0.6 and R=0.8.

Since in (Platt et al., 2010) numbers were reported

on the test speeches whose word length is greater

or equal to 100, we used the same subset (to-

tal of 14150 speeches) of the original test col-

lection. Shown in Table 1 are results across the

four different measurements for all four PLTM

models. When using regular JS divergence, our

PLTM model with 200 topics performs the best

with 99.42% of the top one ranked candidate trans-

lation documents being true translations. When

using approximate, kd-trees based, Hellinger dis-

tance, we outperform regular JS and Hellinger

divergence across all topics and for T=500 we

achieve the best overall accuracy of 99.61%. We

believe that this is due to the small amount of error

2We start off by first replicating the results as in (Mimno
et al., 2009) and thus verifying the functionality of our exper-
imental setup.



Divergence T=50 100 200 500

JS 94.27 98.48 99.42 99.33

He 94.30 98.45 99.40 99.31

He LSH R=0.4 93.95 97.46 98.27 98.01

He LSH R=0.6 94.30 98.46 99.40 99.31

He LSH R=0.8 94.30 98.45 99.34 99.31

He kd-trees 94.86 98.90 99.50 99.61

Table 1: Percentage of document pairs with the

correct translation discovered at rank 1: compari-

son of different divergence measurements and dif-

ferent numbers T of PLTM topics.

Divergence T=50 100 200 500

JS 7.8 4.6 2.4 1.0

He LSH R=0.4 511.5 383.6 196.7 69.7

He LSH R=0.6 142.1 105.0 59.0 18.6

He LSH R=0.8 73.8 44.7 29.5 16.3

He kd-trees 196.7 123.7 76.7 38.5

Table 2: Relative speed improvement between all-

pairs JS divergence and approximate He diver-

gence via kd-trees and LSH across different values

of radius R. The baseline is brute-force all-pairs

comparison with Jensen-Shannon and 500 topics.

in the search introduced by ANN, due to its ap-

proximate nature, which for this task yields pos-

itive results. On the same data set, (Platt et al.,

2010) report accuracy of 98.9% using 50 topics, a

slightly different prior distribution, and MAP in-

stead of posterior inference.

Shown in Table 2 are the relative differences in

time between all pairs JS divergence, approximate

kd-trees and LSH based Hellinger distance with

different value of R. Rather than showing abso-

lute speed numbers, which are often influenced by

the processor configuration and available memory,

we show relative speed improvements where we

take the slowest running configuration as a refer-

ent value. In our case we assign the referent speed

value of 1 to the configuration with T=500 and all-

pairs JS computation. Results shown are based

on comparing running time of E2LSH and ANN

against the all-pairs similarity comparison imple-

mentation that uses hash tables to store all docu-

ments in the bilingual collection which is signifi-

cantly faster than the other code implementation.

For the approximate, LSH based, Hellinger dis-

tance with T=100 we obtain a speed improve-

ment of 24.2 times compared to regular all-pairs

JS divergence while maintaining the same per-

formance compared to Hellinger distance metric

and insignificant loss over all-pairs JS divergence.

From Table 2 it is evident that as we increase the

radius R we reduce the relative speed of perfor-

mance since the range of points that LSH consid-

ers for a given query point increases. Also, as the

number of topics increases, the speed benefit is re-

duced for both the LSH and k-d tree techniques.

5 Conclusion

Hierarchical Bayesian models, such as Polylin-

gual Topic Models, have been shown to offer

great potential in analyzing multilingual collec-

tions, extracting aligned topics and finding docu-

ment translation pairs when trained on sufficiently

large aligned collections. Online stochastic opti-

mization inference allows us to generate good pa-

rameter estimates. By combining these two ap-

proaches we are able to infer topic distributions

across documents in large multilingual document

collections in an efficient manner. Utilizing ap-

proximate NN search techniques in the probability

simplex, we showed that fast document translation

detection could be achieved with insignificant loss

in accuracy.
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