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Abstract

Optical Character Recognition (OCR) is a
critical part of many texi-based applica-
tions. Although some commercial systems
use the output from OCR devices to index
documents without editing, there is very lit-
tle quantitative data on the itmpact of OCR
errors on the accuracy of a text retrieval
system. Because of the difficulty of con-
structing test collections to obtain this data,
we have carried out evaluations using simu-
lated OCR output on a variety of databases.
The results show that high quality OCR de-
vices have little effect on the accuracy of
retrieval, but low quality devices used with
databases of short documents can result in
significant degradation.

1 Introduction

Text-based information systems have be-
come increasingly important in business,
government, and academia. In many ap-
plications, the source of the text is not doc-
uments from word processors, but instead
documents in their original paper form. Al-
though imaging systems provide a simple
means of storing these documents and re-

trieving them through manually assigned
keywords, full-text access will in general be
much more effective. In order to get from
paper documents to full-text retrieval, OCR
will be a crucial part of the process.

For printed documents, OCR tech-
niques can recognize words with a high level
of accuracy. The number of errors, however,
is such that a substantial amount of human
editing is required to make the text out-
put suitable for archival and display. The
cost of this editing is a major factor in most
current OCR applications. For applications
that focus on automatic indexing and re-
trieval, it is possible that the raw word
accuracy of the OCR output may be suf-
ficient, and that expensive editing can be
avoided. Some text retrieval systems have
taken this approach, combining OCR for in-
dexing and imaging for display.

From an information retrieval point of
view, the main issue is the impact of OCR
indexing errors on the accuracy or effec-
tiveness of the system. The accuracy of
an IR system is typically measured using
precision and recall! with a test collection

!Precision is the percentage of retrieved docu-
ments that are relevant, and recall is the percent-
age of relevant documents that are retrieved, for a



consisting of a document database, queries,
and relevance judgements for those queries
[6]. Despite the fact that there are commer-
cial retrieval systems that use OCR input,
the lack of availability of test collections
means that there is very little published
data about the effect on retrieval accuracy.
In a recent study, Taghva, Borsack, Condit
and Erva [8] did a comparison of the out-
put of a retrieval system using a document
database created using scanning and OCR,
and the same database with errors removed
by editing. The comparison was done by
comparing the overlap of the retrieved doc-
uments for a set of test queries. The re-
sults showed that the output was very sim-
ilar, but the study was limited by the small
size of the database, the lack of relevance
judgements, and the use of a Boolean logic
retrieval system.

What is really needed is data showing
the effect on recall and precision of OCR in-
dexing with a range of databases, and with
a retrieval system that produces ranked
output. Ranking systems have clear advan-
tages relative to Boolean logic systems in
terms of average effectiveness, and can use
simple query formulations without Boolean
operators. The fact that they are based on
partial matching may in fact make them less
susceptible to OCR errors.

The problem with obtaining this data
is that it is extremely expensive to build
test collections, and even more expensive
to build them for OCR experiments. In
this paper, we describe our first approach
to obtaining accuracy data using simulated
OCR output for a range of databases. The
simulation is done using data about word
error rates for a variety of devices tested
at the UNLV Information Science Research
Institute (ISRI) [5]. Although the simula-
tion is not completely accurate, it is the
first study about OCR and retrieval effec-
tiveness where the results have some basis

particular query.

on actual OCR data.

In the next section, we describe how
the simulation was done. The third section
gives details on the test collections used,
their characteristics, and the experiments
that were performed. The results of the
experiments are summarized in the fourth
section, and the final section suggests future
directions for this work.

2 The OCR Simulation

The data that was used for the simulation
was a study of character and word error
rates for a range of OCR devices and soft-
ware [5]. The study was done using a sam-
ple of 460 document pages from a Depart-
ment of Energy test database. The word
error rates that were reported in this study
are not uniformly distributed throughout
the document. In fact, error rates are sum-
marized by device, by page type, by word
type, and by word length.

The word types distinguished were stop-
words and non-stopwords, where stopwords
are simple function words such as “and”,
“the”, “of”. Pages were divided into groups
based on the number of OCR errors on
them. Some pages, presumably those with
high-quality initial images, had virtually
no errors on them, whereas others, which
either had poor quality originals or poor
quality scans, had large numbers of errors.
Statistics were reported for the percentage
of pages in each group, and for word er-
ror rates by word length within each page
group. Table 1 shows some of this data.

To produce the simulated OCR test col-
lections, we assumed that the statistics re-
ported in this study would apply to all
the document types in the collections we
used. We also assumed that word length
and type (stopword or non-stopword) were
the only factors in determining the chance
of an OCR error in a particular page group.
A refinement would be to give higher prob-
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Table 1: Page quality groups defined for simulating OCR error rates on text
retrieval performance. Average accuracy by page group for the two OCR sys-
tems used as the basis for the simulations are in final two columns (OCR1
and OCR2).

characters/page.

The standard page size used for the simulation runs was 1778

Page Quality Number of Number of Accuracy Accuracy
Group Pages Characters OCRI1 (%) OCR2 (%)
1 80 165,110 08.8 99.9
2 77 163,019 96.7 99.0
3 85 162,367 93.1 98.3
4 96 163,176 85.5 96.7
5 122 164,274 62.1 88.3
Total 460 817,946

abilities of error to those words which con-
tain character strings that are commonly
confused by OCR devices. Some data about
these common confusions is available, but
we decided to ignore this factor in our ini-
tial experiments.

Two other important assumptions were
made. The first is that all OCR errors re-
sult in a corrupted word that is discarded
and not indexed. In actual OCR data, valid
words are sometimes transformed by errors
into other valid words, although it is un-
likely with longer words and difficult to sim-
ulate accurately. More importantly, OCR
errors would typically result in words that
are similar to spelling errors that would be
indexed. Because the retrieval process is
driven by matches with un-corrupted query
words, there not much difference between
discarding a word and generating a mis-
spelling. There are, however, some effects.
The indexes generated in a real OCR en-
vironment will contain a large number of
these “misspelled” words. When data is
presented on index sizes in this study, those
words are ignored. In addition, there is
some chance that a commonly misrecog-
nized word will affect the term frequencies
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that are used to normalize probability es-
timates in the retrieval system. This is
more likely to happen with incorrect zon-
ing, which leads us to the next assumption.

In this study, we ignore errors caused by
incorrect zoning, that is, attempting to do
OCR on figures, maps, etc. A recent study
has shown that the type of OCR errors gen-
erated by incorrect zoning can have an im-
pact on retrieval performance [7]. In other
words, the zoning accuracy of an OCR sys-
tem is an important factor in determining
retrieval performance independent of the
word accuracy of the system. This happens
because zoning errors can generate large
numbers of “misspelled” words that affect
a retrieval system’s probability estimates.
The study reported here focuses on the im-
pact of the word accuracy rates of the OCR
system.

To generate a simulated OCR database,
then, an IR test database is indexed using
standard techniques such as tokenization,
stemming, and stopword removal [6, 1].
During this process, the text of a docu-
ment is randomly assigned to page groups,
and index words are randomly discarded
according to the error rates for that page



group and word length. The result of the
OCR simulation is a database in which doc-
uments may be indexed by fewer terms than
the original database.

More specifically, two sets of statistics
were used, representing the best and the
worst OCR performance observed in the
UNLV tests. The five page group classes,
representing different levels of page quality,
were assigned randomly to the text input
stream during the indexing process. The
page group and the corresponding set of
character recognition error rates remained
in effect for the duration of a page. The
probability of being in any particular page
group was determined from the total num-
ber of characters for the page group, divided
by the total number of characters for all
page groups, which was close to 1 in 5, but
not exactly so.

Page size was a constant and deter-
mined from a calculation dividing the to-
tal number of characters in the data set by
the total number of pages. The character
counts for each page group were a part of
the UNLV data. A random number genera-
tor producing values between 0 and 1 deter-
mined page group assignment when a page
full of characters had been read.

Simulation of OCR word errors was
done by a randomly assigned number be-
tween 0 and 1 reflecting the probability of
error for a word of its length and page
group. If the number fell in the error range,
it was discarded, otherwise, processed as
usual. Word positions, which are used in
proximity operators, were counted whether
discarded or not.

The results of this process on four test
collections are given in the next section.

3 The Experiments

The experiments were done using the IN-
QUERY information retrieval system devel-
oped at the University of Massachusetts [2].

INQUERY is based on a probabilistic model
of retrieval, has a number of advanced fea-
tures, and has consistently achieved excel-
lent results at the ARPA-sponsored TREC
and TIPSTER evaluations (see [4] for an
overview of the TREC evaluation). For
the purposes of these experiments, the main
features of INQUERY are that it does au-
tomatic indexing and produces ranked lists
of documents in response to a query. These
are features that are common to many re-
cent information retrieval systems. All
ranking systems use weighting or estima-
tion functions to determine the relative im-
portance of words in the query and docu-
ment. As the results discussed later show,
the form of these estimation functions can
be important in an OCR environment.

Four test collections were used in these
experiments. The collections were selected
to represent a range of sources, document
sizes, and query sizes. The CACM collec-
tion is a small collection of Computer Sci-
ence Abstracts [3] and has been a standard
benchmark for a number of years. NPL is
a larger collection of short documents and
short queries that has been used in a va-
riety of IR experiments. WEST is a col-
lection of long, full-text, legal information,
specifically case law. The WSJ collection
is the largest number of documents, which
are moderate length, full-text articles from
the Wall St. Journal. The WSJ queries
are also the longest of any collection. The
WSJ collection is a subset of the TIPSTER
collection described in [4].

In general, we would expect OCR er-
rors to have more impact on the collections
of short documents, since long documents
would have much more redundant informa-
tion. This is one of the factors that is tested
in the experiments.

Table 2 gives statistics for two of the
collections (NPL and WEST) showing the
number of word tokens assigned to each
page quality group and the number of OCR
errors generated in each group. Note that
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Table 2: Summary of total words and OCR errors generated for two test collec-
tions, NPL and WEST. Numbers represent word tokens encountered for STD
(no OCR errors), and worst and best OCR simulations (OCR1 and OCR2)
from UNLV tests. These collections contain the shortest and longest average
documents respectively.

NPL
STD OCR1 OCR2
Page Group  Total Total Errors Total Errors
1 479,163 96,815 1,264 96,666 412
2 95,237 4,569 95,926 1,665
3 95,662 8,737 94,772 2,255
4 95,293 16,714 95,508 5,196
5 96,269 40,370 96,291 13,993
WEST
STD OCR1 OCR2
Page Group Total Total Errors Total Errors
1 39,649,976 7,984,570 92,881 7,979,432 35,898
2 7,887,047 360,866 7,881,662 141,677
3 7,847,856 674,372 7,849,518 189,767
4 7,882,217 1,336,320 7,886,171 442,373
5 7,948,286 3,190,063 7,953,203 1,147,189
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Table 3: Summary statistics for the three versions of four collections used to
evaluate the effect of OCR errors on retrieval performance. STD refers to the
original collection. OCR1, OCR2 are the worst and the best OCR systems,
respectively, from UNLV tests. The dictionary term counts represent the num-
ber of unique word stems in the version dictionary. All indexed terms are the
number of word stems encountered during the indexing of the text excluding

stopwords.
Collection  Collection  Document Average
Size Cnt Chars/Doc
CACM 1,639,440 3,204 512
NPL 3,748,316 11,429 327
WEST 297,501,776 11,953 24,889
WSJ 279,249,494 98,735 2,828
Collection Dictionary Terms All Indexed Terms
STD OCR1 OCR2 STD OCR1 OCR2
CACM 5,998 5644 5903 115294 96,282 110,386
NPL 7689 7,144 7,558 275517 229,786 264,258

WEST 155,542 144,294 152,891 22,817,834 19,353,353 21,830,212
WSJ 197,255 182,341 193,508 24,454,116 20,797,586 23,448,131

Table 4: Statistics on standard query sets for each of four collections used to
evaluate OCR errors on retrieval performance.

Collection Total Queries Number of Words/Query Average Unique

Min Mean Max Words/Query
CACM 50 2 14.24 49 13.0
NPL 93 3 7.26 12 7.1
WEST 34 5 11.05 20 9.6
WSJ 50 13 32.68 118 29.3
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these numbers do not represent indexed
terms. Many of the words were stopwords
and thus discarded. Also, many of these
word forms were conflated to single unique
indexed stems, as stemming was used in the
indexing runs.

Table 3 shows the results of the OCR
simulation on the indexing of all four col-
lections. It gives the figures for the origi-
nal collection and the two OCR simulations.
It should be noted again that “misspelled”
words generated by OCR errors are not in-
cluded in these figures. The table shows
that the number of unique terms is reduced
considerably in the case of OCR1 (consis-
tently about 7%) and much less in the case
of OCR2. From this we would certainly ex-
pect to see more impact on the retrieval per-
formance of OCRLI.

Table 4 gives the statistics for the
queries associated with these collections.
The main feature here is the length of the
Wall St Journal queries. Long queries are
another form of redundancy that may offset
the effect of OCR errors. From this point
of view, the NPL collection has the worst
combination of characteristics in that it has
both short documents and short queries.
We should emphasize, however, that the er-
ror generation process is only applied to the
document texts, not the queries.

4 Summary of Results

The following tables show the results of the
retrieval experiments using the three ver-
sions of each of the four test collections.
Table 5 gives the overall results using the
average precision over all recall levels. The
CACM entry is a result for one query set.
Combined results for 100 runs using four
query sets showed average -6.4 and -1.1 per-
cent performance degradation in retrieval
performance between standard and OCRI1
and OCR2 simulations.

The results appear to support the view
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that collections with short documents and
short queries will be affected the most by
OCR errors. The collection with the biggest
degradation in average precision is NPL.
This is also the only collection where the
better OCR system (OCR2) caused a signif-
icant loss in precision compared to the origi-
nal collection. The CACM collection, which
also has many short documents, had the
next largest degradation in performance.
The WEST collection, which has very large
documents, had the lowest degradation for
both OCR systems. From these results, it
can also be concluded that using the best
OCR system for input to a text retrieval
system will generally not significantly affect
retrieval performance for databases with
long documents. This conclusion is with re-
spect to word errors other than those gener-
ated by zoning errors. It is worth mention-
ing here that the general “rule of thumb”
used in IR experiments is that a change in
average precision of less than 5% is not sig-
nificant, and a change of around 10% is very
significant. For the NPL collection, then,
even the best OCR input resulted in a sig-
nificant loss in performance.

In order to look at these results in more
depth, tables 5 through 9 contain standard
recall-precision tables, which show the av-
erage precision figures at standard recall
points. These tables show that the highest
losses in accuracy generally occur at higher
recall levels (i.e. further down the rank-
ing). This is what would be expected in
that documents which contain many query
terms will be less affected by the loss of one
of those terms, and these are typically the
terms at the top end of the ranking.

To study the effect of random varia-
tion, we did a large number of retrieval
runs for the CACM collection. The only
factor that varied between these runs was
the random effect of the OCR errors. Ta-
ble 10 shows that although performance
degradations are generally consistent, occa-
sional runs can result in performance im-



Table 5: Retrieval performance for four standard text collections showing effects
of two levels of simulated OCR. error rates. Values are average precision over
10 standard recall points from 10 to 100 percent. Percentage differences are
given in parentheses. Results for CACM are for one of four query sets. Average

performance loss for 100 simulation runs for CACM was -6.4 and -1.1 percent
for OCR1 and OCR2 respectively.

Collection Average Precision
STD OCR1 OCR2
CACM 349 325 (-6.9%) 343 (-1.7%)
NPL 25.8 23.2 (-10.1%) 23.5 (-9.1%)
WEST 48.2 46.2 (-4.0%) 48.0 (-0.4%)
WSIJ 39.9 38.1 (-45%) 393 (-1.5%)

Table 6: The standard recall-precision table for the CACM collection for one
of 25 runs using query set 2.

Recall Precision (93 queries)
STD OCRI1 OCR2
10 669 647 (-3.3) 704 (15.3)
20 535 53.0 (-0.9) 558 (+4.4)
30 47.0 456 (-3.1) 46.9 (-0.3)
40 400 374 (-6.5) 41.0 (+2.5)
50 347 30.0 (-13.3) 344  (-0.7)
60 288 245 (-14.8) 26.6 (-7.5)
70 203 17.4 (-14.5) 193  (-5.3)
80 159 12.4 (-22.0) 155  (-2.3)
90 10.6 7.5 (-29.9) 10.1  (-5.4)
100 81 53 (-338) 7.3 (-8.8)
avg  32.6 298 (-8.6) 32.7 (+0.5)
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Table 7: The standard recall-precision table for the NPL collection.

Recall Precision (93 queries)
STD OCRI1 OCR2
10 574 528 (-81) 558 (-2.9)
20 485 459 (-5.2) 46.0 (-5.2)
30 403 352 (-12.9) 352 (-12.8)
40 333 279 (-16.1) 29.2 (-12.1)
50 262 22.9 (-12.6) 22.5 (-14.1)
60 18.1 16.1 (-11.1) 16.5 (-9.0)
70 13.7 123 (-10.2) 12.2 (-1L.1)
80 105 9.6 (-7.9) 9.5 (-9.1)
9 6.8 6.1 (-10.5) 5.2 (-22.7)
100 3.6 35 (-15) 2.8 (-22.1)
avg 258 232 (-10.1) 235 (-9.1)

Table 8: The standard recall-precision table for the

WEST collection.

Recall Precision (34 queries)
STD OCRI1 OCR2
10 781 77.0 (-14) 779 (-0.3)
20 73.8 725 (-1.6) 73.8 (+0.0)
30 719 703 (-2.3) 718  (-0.2)
40 62.0 589 (-5.0) 61.6 (-0.6)
50 54.9 52.0 (-5.3) 54.9 (+0.0)
60 453 434 (-4.2) 44.7 (-1.3)
70 373 352 (-5.7) 37.2  (-0.4)
80 29.7 285 (-4.0) 20.1  (-2.0)
90 17.9 163 (-8.9) 17.9 (+0.1)
100 107 84 (-21.7) 10.7 (+0.4)
avg 482 462  (-4.0) 480 (0.4)
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Table 9: The standard recall-precision table for the WSJ collection.

Recall Precision (50 queries)
STD OCRI1 OCR2
10 683 67.7 (0.7) 675 (1.0
20 60.2 60.3 (+0.1) 60.4 (+0.2)
30 53.6 531 (-0.9) 53.3  (-0.6)
40 482 471 (-2.3) 474 (-1.6)
50  42.0 40.0 (-4.7) 42.2 (+0.4)
60 37.8 351 (-7.1) 37.3 (-1.3)
70 32.9 301 (-8.4) 32.2 (-1.9)
80 274 23.6 (-13.9) 26.2 (-4.4)
90 19.9 16.9 (-14.9) 18.9  (-5.0)
100 87 7.2 (-175) 7.6 (-12.6)
avg 399 381 (45) 393 (-15)

provements, even with OCR1. Significant
changes between runs, as occurs sometimes
in OCR1, are more likely to happen with
small collections where the recall and pre-
cision for a particular query can be signif-
icantly affected by changes to just a few
documents. There are two ways in which
discarding terms at random can improve re-
trieval performance. One is that the docu-
ments that were penalized by the OCR er-
rors were documents that contained query
terms but were not relevant. Making those
documents hard, or even impossible, to re-
trieve results in better performance. An-
other significant, and more common, ef-
fect is that OCR errors can change the
frequencies used to calculate the relative
importance of words. The most impor-
tant of these is the maximum frequency for
any word in a particular document. This
frequency is used for normalization and
changes to this frequency can have signifi-
cant results, particularly in collections with
small document sizes. We are currently
developing new estimation techniques for
word importance that are much less sen-
sitive to the types of errors introduced by

OCR.

5 Future Work

The simulations described above could be
made more accurate by taking into account
which characters are commonly confused by
OCR. devices. By using knowledge of what
types of characters are generated in error,
we could also attempt to simulate the gen-
eration of valid index terms and the genera-
tion of misspelled words. The most difficult
aspect of the simulation to improve would
be to generate errors arising from poor zon-
ing. In most real applications of OCR to
archiving and retrieving information, zon-
ing will be an important issue.

The value of the experiments given here
is to give some quantitative data that is
reasonably accurate. This data shows that
even though the output of the best OCR
devices can be adequate for automatic in-
dexing and retrieval of databases of longer
full-text documents, for collections of very
short documents, OCR errors can have a
significant impact on retrieval performance.
The most important types of errors will not
be random, but rather when a relevant doc-
ument is made unretrievable by poor qual-
ity scanning or word recognition. Regard-
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Table 10: Average precision results at 10 standard recall levels for each of 25
repeated indexing runs using CACM query set 2. Numbers in parentheses
represents percent difference with standard collection.

Run CACM query set 1
STD OCR1 OCR2
1 326 29.8 (-8.6) 32.7 (+40.5)
2 326 296 (-9.2) 326 (-0.1)
3 326 288 (-11.7) 32.7 (+0.4)
4 326 331 (+1.4) 325 (-0.2)
5 326 300 (-8.0) 32.8 (+0.7)
6 326 312 (-4.2) 31.6 (-2.9)
7 326 302 (-7.4) 31.2 (-4.2)
8 326 307 (-5.9) 325 (-0.2)
9 326 314 (-3.8) 322 (-1.0)
10 326 29.7 (-8.8) 324 (-0.6)
11 326 30.2 (-7.3) 31.8 (-2.4)
12 326 299 (-8.1) 325 (-0.3)
13 326 304 (-6.7) 316 (-3.1)
14 32.6 30.1 (-7.7) 32,9 (+0.9)
15 326 326 (+0.2) 320 (-1.7)
16 326 29.9 (-8.3) 317 (-2.6)
17 326 29.1 (-10.6) 32.3 (-1.0)
18 326 29.8 (-8.6) 33.3 (+2.3)
19 326 29.7 (-8.8) 32.7 (+40.4)
20 326 303 (-7.0) 324 (-0.4)
21 326 299 (-8.4) 316 (-3.1)
22 326 300 (-7.9) 325 (-0.2)
23 326 303 (-6.9) 33.1 (+1.6)
24 326 310 (-4.9) 31.7 (-2.9)
25 326 315 (-3.2) 325 (-0.3)
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less of the source of the errors, the results
suggest the need for more research on au-
tomatic correction schemes, even when the
OCR output is not needed for display.

As mentioned above, the other area of
research that is being pursued is to develop
estimation functions for the retrieval sys-
tem that are less sensitive to OCR errors.
In general, however, it does appear that
ranking systems provide a degree of robust-
ness in an environment where documents
contain errors.
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