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1 Introduction

With increasingly cheap availability of computational resources such as storage and bandwidth, ac-
cess to large amount of data has become commonplace. There is a significant need to organize and
extract the latent information from such datasets, much of which cannot be achieved by incorpo-
rating only local dependencies. Recent work in information extraction, such as [1, 2], represent
uncertainty over these large datasets as graphical models. To perform inference over these millions
of variables, there is a need to distribute the inference; however the dense, loopy structure with
long-range dependencies makes the problem non-trivial.

There has been some recent work in distributed inference for graphical models. Gonzalez et al. [3, 4]
distribute Belief Propagation by partitioning the graph. However belief propagation cannot be ap-
plied to large dynamic models (such as case factor diagrams), and computing graph-wise computa-
tion may be prohibitively expensive. MCMC provides a potential solution, and a few approaches to
distributing MCMC have been recently introduced [5, 6]. Along similar lines, considerable work in
distributing topic models [7, 8], and recent work has demonstrated impressive scalability [9]. Many
of these make strong synchronization assumptions that we do not desire in large-scale models. Gon-
zalez et al [10] introduce an approach that is partially synchronous that provides linear speedups
on a multi-core setup, but requires analysis of global properties of the graph that is not possible in
really large, dynamic graphs. Singh et al. [2, 11] propose a Map-Reduce based MCMC that scales,
yet can cause performance issues due to synchronization. We are however interested in a distributed,
asynchronous approach to MCMC inference.

For really large datasets, the existing literature makes crucial assumptions that restrict scalability.
Techniques that rely on multi-core, shared-memory systems are restricted by the local resources
and cannot scale with larger number of machines. Methods that do not make these assumptions
can easily port between multi-core and multi-node settings. Amongst the distributed approaches,
the overheads associated with locking and synchronicity are impractical in very large settings, and
asynchronous systems are often simpler and more efficient.

In this work, we explore a number of approaches for distributed MCMC inference for graphical
models in an asynchronous manner. The overall architecture consists of inference workers that inde-
pendently access a data repository to obtain a set of variables and their current values. These workers
then perform inference and write back the results to the repository. Although this approach provides
more flexibility to the workers, without any “variable ownership” it leads to conflicts over values
of a variable. We introduce a number of possible resolution strategies, and provide preliminary
experiments to study their affect on MCMC convergence.

1



Inference
Worker

Inference
Worker

Inference
Worker

Central Data 
Repository

Current state of 

the variables

Read subset 

of variables

and the neighbors

New values of 

some variables

Inference
Worker

Figure 1: Distributed Asynchronous MCMC: The central data repository stores the current state
of the variables. The inference workers read the current values of a subset of variables and their
markov blanket (shaded circles), and perform inference. The new inferred values (double-stroke
circles) are written back to the repository, after conflict resolution.

2 Asynchronous MCMC

We will describe this work in context of factor graphs [12], however many of these ideas are appli-
cable to other forms of graphical models. A factor graph represents a probability distribution over
variables Y using a set of factors {ψi} that define a score over every value assignment to their neigh-
bors Yi. Computation of the partition function Z is the main bottleneck for inference, and for large
graphs that we are interested in, even computing the model score can be prohibitively expensive.

p(Y = y) =
1

Z
exp

∑

i

ψi(Yi = yi) (1)

MCMC inference provides a suitable inference technique for such models. Since the computation
of the acceptance score requires the ratio of probabilities, Z need not be computed. Further, for
proposal functions that change a very few variables, only the factors that neighbor the changed
variable are needed to evaluate the proposal (see Eq (2) for an example).

p(Y = y)

p(Y = y′)
= exp

∑

i

ψi(yi)− ψi(y
′

i) = exp
∑

i,Y ∈Yi

ψi(yi)− ψi(y
′

i) (2)

MCMC inference is trivially parallelized by creating multiple copies of the variables. However this
is often not desirable, such as when the number of variables is too large. Further, some tasks use
MCMC for MAP inference, for which maintaining multiple configurations is wasteful.

Our proposed architecture for asynchronous MCMC is shown in Fig 1. The variables and their
current state is maintained by the data repository1. Inference is performed by independent workers
that: (1) Request a set of variables, their current value, and the current value of the neighbors, (2)
Perform independent inference by proposing changes and evaluating them using the information
stored in the worker itself, (3) Use the accepted proposals to write a value back to the repository,
and repeat. There is no communication between the workers, allowing the architecture to scale to
large number of inference workers.

As long as the variables and the neighborhood that each worker reads is exclusive to the worker
for the duration of the inference, the proposals have been evaluated correctly. However, without
communication, multiple workers may write to the same variable, invalidating the evaluations made
by other workers that are using the obsolete value. The other workers can only detect this when
writing to the repository after inference.

3 Dealing with Conflicts

We study several resolution policies in an attempt to better understand these conflicts and their af-
fects on inference. Some of these are more accurate (but slower) than the others; the main question
we want to ask is whether, in terms of wall clock running time, is it better to do something approxi-
mate quickly (“quantity”) or to wait for better “quality” samples.

1Note that the central repository is not a single point of failure; it may be a distributed file system or database.
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3.1 Overwrite

The simplest and the quickest strategy is to simply ignore the changed variables with the assumption
that proposals are still informative in the new context. This technique will often write values to the
repository that have a low score according to the model.

3.2 Combined Proposal

One simple solution to the problem of new values being low scoring is to evaluate the aggregate
change that the worker is proposing. This is equivalent to treating all the changes that the worker
accepted as a single combined proposal, and to evaluate it using the new configuration.

3.3 Separate Evaluations

Consider the case where, in the new context, many of the proposals are low-scoring along with a
few high quality ones. In the combined proposal method, all of these changes may be rejected, with
inference losing out on the high quality samples. Instead, we do a finer-grained search for good
proposals. This method will reset the values of the variables to their new values, and iterate through
all the proposals to accept/reject them separately. Although this method may find good proposals, it
will be substantially slower than the previous ones.

3.4 Restricted to Proposals Neighboring the Conflict

Instead of evaluating all the proposals, the only proposals that will have their scores changed are the
ones that either change one of the changed variables, or share a factor with a changed variable. To
improve efficiency of the previous approach, we iterate through the all proposals, but only evaluate
ones that touch a changed variables. The set of changed variables is updated every time the worker
accepts a proposal.

3.5 Resampling the Variables

All of the above approaches take a subset from the proposals, potentially rejecting a few. If all of the
proposals are low scoring, then of the worker’s accepted changes will be accepted. In order to allow
the worker to use this new information, this method takes the changed variables, and its neighbors,
and performs Gibbs sampling.

4 Experiments

To evaluate the convergence properties of the various approaches outlined above, we run experiments
on synthetic models. Our synthetic model is inspired by the skip-chain models used in information
extraction [13]. The model consists of multiple chains of discrete variables, with factors on every
variable, and a factor on pairs of neighboring variables in the chain. Additionally we include a
number of “skip” factors that lie between pairs of variables across chains (see Fig 2), creating a
loopy dense graph for which inference is incredibly expensive. For this paper, we set number of
labels to 25, and create 100 chains of 25 variables each. We randomly add skip factors such that on
average half of the variables have a skip factor, and set its log potential to 5. The local log potentials
are uniformly sampled from (3, 5) (with random sign switching), and the transition potentials from
(−5, 5). The model and inference algorithms are implemented in FACTORIE [14].

For evaluation, we run 3 single worker Gibbs chains independently till they have converged (by
comparing within chain variance to cross chain). We treat the empirical distribution of the samples as
the “true” marginals to compare convergence against. We run 3 random initialization chains for each
choice of conflict resolution strategy and number of parallel workers. The marginals obtained from
each MCMC chain is compared to the true marginals using the L1 distance between the probabilities
(total variation loss) and by counting the number of times the max marginal values match.

Fig 3a shows the quality of the marginals versus running time for different numbers of workers. The
plot clearly shows that a larger number of workers result in faster convergence to better marginals.
This speedup is not linear, and 16 workers do not provide much advantage over 8. To compare the
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to reach the same level of performance as Gibbs. Other approaches that lie between the are slow to
converge, with the exception of SmartSeparate. These experiments are far from comprehensive, and
we will run more experiments for finer analysis of this approach. We also wish to understand the
system theoretically to study the convergence bounds.

A number of related avenues remain before this work is applicable to a large-scale system. It is
possible to introduce minimal communication between the workers to hasten the conflict resolution.
The conflict resolution policy may remain unchanged, however since the worker will be receiving
the information faster, fewer proposals will become obsolete, aiding convergence. Similar to [2, 4],
we will explore approaches for smarter distribution of the variables that uses the current state of
inference to facilitate inference itself.

With the promising convergence speeds achieved when using distributed workers, we feel we are on
our way to develop a truly large-scale, asynchronous MCMC inference for graphical models.
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