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Abstract—An efficient word spotting framework is proposed
to search text in scanned books. The proposed method allows
one to search for words when optical character recognition
(OCR) fails due to noise or for languages where there is
no OCR. Given a query word image, the aim is to retrieve
matching words in the book sorted by the similarity. In the
offline stage, SIFT descriptors are extracted over the corner
points of each word image. Those features are quantized into
visual terms (visterms) using hierarchical K-Means algorithm
and indexed using an inverted file. In the query resolution
stage, the candidate matches are efficiently identified using
the inverted index. These word images are then forwarded
to the next stage where the configuration of visterms on the
image plane are tested. Configuration matching is efficiently
performed by projecting the visterms on the horizontal axis
and searching for the Longest Common Subsequence (LCS)
between the sequences of visterms. The proposed framework
is tested on one English and two Telugu books. It is shown
that the proposed method resolves a typical user query under
10 milliseconds providing very high retrieval accuracy (Mean
Average Precision 0.93). The search accuracy for the English
book is comparable to searching text in the high accuracy
output of a commercial OCR engine.
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I. INTRODUCTION

One way to search scanned books is to recognize the

characters and perform regular text search. However, the

optical character recognition (OCR) output may have high

rates of errors due to many factors such as high document

degradation, unusual font type etc. As a result the search

over the OCR output is less accurate. For example, old Ger-

man texts printed in “Fraktur” are not recognized accurately

by standard OCR engines and therefore the OCR output is

typically not human-readable. Besides, there are a number

of scripts such as Telugu and Ottoman for which no OCR

engine is available [10], [14]. In these cases searching books

using the OCR output is not applicable.

Another method is to use image search mechanisms

for searching document images. The problem with image

search methodologies is that they require computationally

heavy operations due to the high dimensionality of the data.

Typically they do not scale up for large image collections.

However, there are several ways to speed up image search

engines. One option is to quantize and/or index image

features and retrieve them whenever necessary [2], [9],

[4], [11]. Another common practice is to gain speed by

sacrificing retrieval accuracy. When these two mechanisms

are coupled, image search methodologies become practical

for very large collections.

Here, we propose an efficient image search framework

for searching text in noisy document images. The proposed

methodology relies on two components: Off-line processing

and a filtering stage for fast query resolution. The offline

stage is run only once for each book and it consists of

extracting and quantizing image features from the word

images. More specifically, SIFT [5] descriptors are extracted

for each corner point detected by the Fast-Corner-Detection

algorithm [8]. These features are later quantized using the

hierarchical K-Means clustering algorithm (HIKMEANS).

The final output of the off-line processing stage is a number

of word images each of which is represented by a set

of corner points and their corresponding cluster IDs (i.e.,

“visual terms” or simply “visterms”).

In the online stage (or the query resolution stage), a query

word is selected by the user and all the words in the book are

ranked according to their similarity to the query word. The

similarity search consists of two components. The first one

is called the “coverage test” and it accounts for the common

visterms between the query and test image. Coverage scores

for each word image are efficiently calculated using an

inverted file for the visterms and they are used to filter out

words which are not likely to be a match. In the second

stage the configuration of visterms on the image plane is

efficiently compared to those of the query image. Finally,

a similarity score is calculated which accounts for both the

existence and the configuration of common visterms which

agree with the query image. The output of the search is a

ranked list of word images from the book. The proposed

framework is tested on two Telugu and one English books

and it is shown to be effective in resolving queries under

0.01 second.

The paper is organized as follows. Our framework is

elaborated first in Section II. Experimental results and future

research directions are discussed in Sections III and IV.



Figure 1. A height normalized word image and its visterms projected onto
the X axis. Typically there are around 100 visterms per word image.

II. AN EFFICIENT FRAMEWORK FOR SEARCHING

DOCUMENT IMAGES

A. Offline Processing

1) Keypoint localization: The offline processing starts

with defining a number of salient points in the document

images (See Fig.1). These points are also called “keypoints”.

It is desirable to have keypoints placed on top of or near the

text. Keypoints must be repeatable for matching purposes,

i.e., matching keypoints must be identified for different

instances of the same word image.

Two different approaches were for detecting keypoints:

Fast-Corner-Detector [8] and Scale Invariant Feature Trans-

form (SIFT) [5]. Fast-Corner-Detector finds corners points

in images in a fraction of a second. These corner points can

be used to extract local image features. Fast-Corner-Points

are claimed to be more repeatable than well-known SIFT

keypoints [8]. Unlike Fast-Corner-Detector, SIFT is capable

of extracting scale and rotation invariant keypoints which

are shown to be distinctive especially in natural images.

In Figure 2, extracted keypoints are depicted for the word

image “Baker”. The total number of keypoints are almost

the same for the SIFT and Fast-Corner-Detector. It is seen

that the SIFT features are distorted heavily at the bottom

of the word image around the noisy region. Distortions

include keypoint insertion, deletion and misplacement, or

any change in the keypoint features such as the scale and

orientation. On the right column, it is seen that Fast-Corner-

Detector is much more repeatable than the SIFT and it

is more likely to locate the same corner in spite of the

noise. Therefore Fast-Corner-Detector is used for keypoint

localization. Note that OCR fails on underlined words.

2) Feature Extraction: Once keypoints are identified, an

image patch is placed over each of them in order to extract

local image features. SIFT descriptors are used in this study.

[5]. Using conventional parameters, a feature vector of size

128x1 is obtained for each keypoint. The SIFT keypoint

detector provides intrinsic scale and orientation for each

keypoint automatically. However, it is not the case with

the Fast-Corner-Detector. Therefore, when the Fast-Corner-

Detector is used, the patch size is defined to be equal to

Figure 2. The top row shows all the keypoints obtained using SIFT
and Fast-Corner-Detector respectively for the word image“Baker”. On the
bottom row, keypoints are extracted for the same image except that the
word is underlined. Red circles indicate the keypoints which are preserved
in both cases in spite of the noise.

the height of the bounding box that the keypoint belongs to,

and the patch orientation is assumed to be zero degrees for

all keypoints. Notice that these assumptions are applicable

if and only if the bounding boxes are available and the

document images do not have significant page skew.

3) Feature Quantization: Using high dimensional fea-

tures for matching word images is computationally expen-

sive. One well-known practice is to map feature vectors to

discrete values using clustering techniques [6]. Each feature

vector is given a discrete label according to the cluster it

belongs to. This label is referred as a “visterm ID”. The

size of the visterm vocabulary is equal to the number of

clusters defined in the clustering processing.

In this framework, hierarchical K-Means (HIKMEANS)

is utilized for quantizing the SIFT descriptors [12]. HIK-

MEANS requires the total number of clusters to be defined

a priori. The vocabulary size is an important parameter

because the matching performance is known to be sensitive

to the vocabulary size, depending on the application. For

matching natural images, use of larger vocabularies is shown

to perform better [7]. However, in the context of text

recognition it is desirable to find a number of matching

keypoints between relevant word images despite the noise,

variations and difference in font. If the vocabulary size is

very large, then matching keypoints are very unlikely to get

the same visterm ID even though their feature vectors are

quite similar. If the vocabulary size is small, then larger

number of visterms can be matched despite the noise and

variations. For example, the vocabulary size is set to 4K

for the word image in Figure 3. Each red dot represents a

keypoint. Notice that some of the keypoints are very close

to each other, therefore their local image features are also

similar but not identical. Indeed these keypoints provide

evidence for the existence of certain sections of the ink (for

ex. the tip of the character “k”), therefore it is desirable

to assign the same visterm ID for the keypoints belonging

to a specific section. It is observed that using smaller

vocabularies therefore yield higher matching performance.








