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1 Introduction

The US government protects a massive amount of

secret data as part of its Security Classification Sys-

tem. This information is expensive to protect and

maintain. In order to keep citizens informed, as well

as to keep costs down, the government is constantly

releasing newly declassified documents to the pub-

lic. According to OpenTheGovernment.org’s annual

Secrecy Report Card, human readers manually de-

classified almost 29 million pages of information in

2009 alone (McDermott and Bennett, 2010).

Scholars interested in learning about government

transparency history and policy face a daunting task

in examining even a small portion of these docu-

ments. In order to make the process of learning

about the content of these documents easier, we

investigate the documents available through Gale’s

Declassified Documents Reference System, an elec-

tronic repository of once-classified documents cre-

ated throughout the 20th century, along two dimen-

sions. First, we perform survival analysis to consider

questions relating to time, such as when documents

were created and how long they tend to remain clas-

sified. Then, we examine the contents of the docu-

ments via the use of statistical topic models. Finally,

we combine temporal and content information, both

by using the output of a topic model to inform a pro-

portional hazards survival model and by considering

time information during inference in a topic model.

In this paper, we present a range of results that

arise from a combined analysis of the temporal fea-

tures and textual content of declassified documents.

Since the results of statistical topic models tend to be

easily-interpretable by humans, these new ways of

looking at data relating to declassified government

documents will likely be useful to experts in fields

relating to government policy on secrecy.

2 Secrecy in the United States

Every time the U.S. Congress reviews the secu-

rity classification system of the executive branch,

it concludes that over-classification—the process

by which too much information is classified for

too long—places an unwarranted burden on gov-

ernment resources, keeps citizens uninformed, and

poses a risk to national security (Relyea, 1999).

However, faced with the daunting task of deter-

mining what, among millions of pages of infor-

mation, can be released to the public, understand-

ably risk-averse government information officials

default to secrecy (Pozen, 2005). The post-9/11 era

has witnessed two new developments in the over-

classification problem—the proliferation of pseudo-

secrecy (i.e., ‘sensitive but unclassified’ markings)

(Relyea, 2003) and the executive’s de-prioritization

of transparency in the face of the threat of terror-

ism (Jaeger, 2007). It is therefore more critical than

ever that information officials be certain of security

risks related to the declassification of information.

We seek to produce tools that could help policy mak-

ers better understand and handle the oft-juxtaposed

objectives of precision and comprehensiveness in re-

viewing information for possible public release.

The available models for automatic analysis of the

text of declassified documents focus directly on de-

termining whether a new document can be safely

declassified. Automatic declassification is often ap-
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proached from the perspective of modeling all se-

cret information and removing or preventing release

of previously unreleased information. Previously-

proposed approaches include an ontological seman-

tic approaches (Attallah et al, 2001) and the use

of information mined from documents to create

boolean formulas representing data that should or

should not be released (Sánchez et al, 2002). In

this paper, we hope to further the understanding of

the ways in which document content influences the

decision to declassify documents without explicitly

modeling specific pieces of information contained in

the document. We hope to inform declassification

policy using historical patterns as a guide in addition

to assisting in the declassification decisions regard-

ing specific documents. While we do not propose a

fully automated document declassification scheme,

the statistical models we present in this paper could

certainly be a component of such a system by sug-

gesting documents ripe for release or helping to fun-

nel documents to appropriate departments or experts

for review on the basis of document contents.

3 Survival Analysis

Survival analysis, also known as ‘duration model-

ing’ or ‘event history analysis’ is a statistical method

for analyzing time spans (e.g., the time from birth

until death, the incubation time of HIV, or the length

of a war). The conventional objective in survival

analysis is to estimate the effects of some covariates

on the location of the distribution of time spans. As

such, it is very similar to regression modeling. Tools

for survival analysis have been developed to accom-

modate common features of time span data, and the

generative processes underlying that data. The most

basic of these characteristics include the facts that

the distribution of time spans must have strictly pos-

itive support, and observations are often right- or

interval-censored (i.e., it is only known that the time

span is between two observation points or that the

time span is greater than some censoring point, re-

spectively) (Klein and Moeschberger, 2003).

The first major choice in survival modeling is the

selection of the quantity in the distribution of the

time span (denoted by Y ) which is conditioned by

the covariates. Two common choices are (1) the ex-

pectation of the log of Y , and (2) the log of the in-

stantaneous rate of failure—known as the log hazard

rate (Box-Steffensmeier and Jones, 1987). In accel-

erated failure time (AFT) models

E [ln(Yi)] = x�
iβ,

where x is a p-vector of covariates and β a p-vector

of regression coefficients. Alternatively, in a propor-

tional hazards (PH) model, the assumption is that

f(Yi |x
�
iβ)

1− F (Yi |x�
iβ)

= Λ0(Y ) exp(x�
iβ),

where f(·) is the density of Y , and Λ0(Y ) is the haz-

ard rate when x = 0—the baseline hazard. Either

parameterization can be considered, but it is impor-

tant to note that in the AFT form, the effect of xj on

the location of Y is in the same direction as βj , but

in the PH parameterization, the effect is opposite the

direction of βj . Here, we use a PH model.

The second major decision is whether to specify

a fully- or semi-parametric model. The Cox propor-

tional hazards model (Cox, 1972) is a very popular

survival model because, given the assumption that

the hazard rate is proportional to exp(x�β), unbi-

ased estimation of β does not require the specifica-

tion of the baseline hazard rate. This means that the

analyst need not make any (possibly arbitrary) as-

sumptions about how the risk of failure varies over

the duration of the event under study, outside of the

dependence of that risk on the covariates. The major

drawback of the Cox framework is that it does not

permit the simulation/prediction of event times, but

only hazard ratios. For our initial analyses we use

the Cox model, but we turn to a parametric assump-

tion when we incorporate time into a topic model.

4 Topic Models

Statistical topic models, such as latent Dirichlet allo-

cation (Blei et al, 2003) discover clusters of words,

known as topics, based on their co-occurrence pat-

terns within documents. These models are capable

of producing clearly-interpretable topics (see table

2 for example topics extracted from approximately

80,000 declassified documents) without any labeled

data or human intervention. A key strength of sta-

tistical topic models over other document cluster-

ing methods (such as k-means clustering or naı̈ve

Bayes) is that statistical topic models are based on
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the assumption that each document is represented

by a mixture (i.e., a probabilistic combination) of

topics, where each topic is represented by a prob-

ability distribution over words in some vocabulary.

Thus, for instance, a document that discusses both

the Vietnam War and the USSR will be explicitly

represented as such. Additionally, the use of a fully-

probabilistic framework has the significant benefit of

enabling the incorporation of any additional relevant

evidence and structure beyond text (such as times-

tamps or author identities) directly into the model.

Statistical topic models have been used for a va-

riety of analyses relating to political science and

policy. One particularly rich source for text analy-

sis that is of interest to political scientists is parlia-

mentary proceedings from various legislative bod-

ies. The bills and votes that have come before

the US Senate are the subject of a wide variety of

studies based on topic modeling. In their “Group-

Topic” model, McCallum et al. jointly discover top-

ics based on the text of each bill and groups of Sen-

ators based on individuals’ voting patterns (McCal-

lum et al, 2007). Topic models have been used to in-

form ideal point estimation (Gerrish and Blei, 2010),

demonstrating that including topic information in an

ideal point spatial model produces better accuracy in

predicting roll call votes. In addition to Senate bills,

other legislative text has been analyzed using topic

models, including press releases (Grimmer, 2010)

and floor speeches (Fader et al, 2007) by politicians.

4.1 Latent Dirichlet Allocation

Latent Dirichlet allocation (LDA) (Blei et al, 2003)

is a generative, probabilistic model of documents.

That is, LDA is characterized by a set of probabilis-

tic rules that describe the process of generating word

tokens in hypothetical documents, using unobserved

(latent) random variables—in this case, topics (word

clusters). The generative process for LDA is rela-

tively simple: to generate a document, a document-

specific mixture of topics is first selected. Then, to

generate each word token in that document, a topic is

selected at random from the document-specific mix-

ture and a word is drawn from the distribution over

word types corresponding to the chosen topic.

Clearly, real documents are not actually created

using this process. When fitting a generative model

to real-world data, such as a collection of docu-

ments, the goal is to find the set of latent variables

that best characterize the observed data, assuming

the model was in fact responsible for generating the

data. Standard statistical techniques can be used

to invert the generative process and infer the la-

tent topics (probability distributions over words) that

best characterize a particular document collection,

as well as the document-specific topic mixtures.

Mathematically, LDA is a model for documents

W = {w(1),w(2), . . . ,w(D)}. A “topic” t is a dis-

crete distribution over words with probability vector

φt. A symmetric Dirichlet prior with concentration

parameter β is placed over Φ={φ1, . . .φT }:

P (Φ) =
�

t Dir (φt;β)

=
�

t

Γ(β)
�

w Γ( β
W
)

�

w φ
β

W
−1

w|t δ
�
�

w φw|t − 1
�

.

Each document, indexed by d, has a document-

specific distribution over topics θd. The prior over

Θ={θ1, . . .θD} is also assumed to be a symmetric

Dirichlet, this time with concentration parameter α.

The tokens in every document w(d)= {w
(d)
n }Nd

n=1

are associated with corresponding topic assignments

z(d)={z
(d)
n }Nd

n=1, drawn from the document-specific

distribution over topics, while the tokens are drawn

from the topics’ distributions over words:

P (z(d) |θd) =
�

n θz(d)n |d

P (w(d) | z(d),Φ) =
�

n φw
(d)
n |z

(d)
n

.

Dirichlet–multinomial conjugacy allows parame-

ters Θ and Φ to be marginalized (integrated) out.

For real-world documents, the word tokens W
are observed, while the corresponding topic assign-

ments Z are unobserved (latent). Variational meth-

ods (Blei et al, 2003; Grimmer, 2011) and MCMC

methods (Griffiths and Steyvers, 2004) are both

effective at inferring Z . Here, we use MCMC

methods—specifically Gibbs sampling (Geman and

Geman, 1984), which involves sequentially resam-

pling each topic assignment z
(d)
n from its conditional

posterior given W , α, β and Z\d,n (the current topic

assignments for all tokens other than the token at po-
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sition n in document d):

P (z(d)n |W,Z\d,n, α, β)

∝
N

\d,n

w
(d)
n |z

(d)
n

+ β
W

N
\d,n

z
(d)
n

+ β

N
\d,n

z
(d)
n |d

+ α
T

Nd − 1 + α
,

where sub- or super-script “\d, n” denotes a quantity

excluding data from position n in document d.

4.2 Including time information

Statistical topic models such as LDA produce

human-interpretable topics (i.e., specialized prob-

ability distributions over some shared vocabulary)

that characterize the textual content of document

collections. As we discuss in section 6.1, we can

combine these topics in a post-hoc manner with tem-

poral information to produce easily-understood in-

formation about which concepts are discussed fre-

quently at what times. In addition, we can make use

of the inferred topics to inform a survival analysis of

the documents, as we discuss in section 6.2.

In neither of these cases, however, does the tem-

poral information have any influence in the creation

of topics. In contrast, allowing time to play a model-

internal role provides some evidence for (1) separat-

ing documents that contain similar words but were

written at very different times and (2) placing words

from documents written at the same time together.

A number of statistical topic models incorporate

information from different modalities into topic in-

ference. Among them, the most closely-related to

this work is the Topics-Over-Time model (Wang and

McCallum, 2006), in which the date that a document

was written is used to inform topic inference.

Here, we expand on Wang and McCallum’s model

in several ways. As in LDA, we model each docu-

ment as a discrete distribution over topics and each

topic as a discrete distribution over words. We give

each of these distributions a symmetric Dirichlet

prior. We model the creation time of each word us-

ing topic-specific normal distribution with unknown

mean and variance. We place a normal-gamma prior

on the parameters of this distribution over times.

Finally, we model the duration of classification for

each document using topic-specific normal distribu-

tion in log-space, again with a normal-gamma prior

over the unknown mean and variance parameters.

Our notation is described in table 1. The condi-

tional independence assumptions embodied by the

joint distribution over all observed and unobserved

variables are represented by the graphical model in

figure 1 and described below. Note that instead of

the typical parameterization in terms of variance, we

parameterize all normal distributions using precision

(inverse variance) in order to simplify marginaliza-

tion. Note also that the s variables are log durations.

z(d)n ∼ Discrete (θd)

θd ∼ Dir (θd;α)

w(d)
n ∼ Discrete (φ

z
(d)
n

)

φt ∼ Dir (φt;β)

c(d)n ∼ Normal (µ
z
(d)
n

, ρ
z
(d)
n

)

µt, ρt ∼ Gamma-Normal (µ�, ρ�, ζ, γ)

s(d)n ∼ Normal (ν
z
(d)
n

, τ
z
(d)
n

)

νt, τt ∼ Gamma-Normal (ν �, τ �, ι,κ)

Topic assignments are inferred using Gibbs sam-

pling: each z
(d)
n is resampled from its conditional

posterior given the words, creation dates, classifica-

tion durations, and other topic assignments:

P (z(d)n |W, C,S,Z\d,n, H) ∝

N
\d,n

w
(d)
n |z

(d)
n

+ β
W

N
\d,n

z
(d)
n

+ β

N
\d,n

z
(d)
n |d

+ α
T

Nd − 1 + α

×

�

ζ + C\d,n

2 +
(Nzn−1)ρ�(µ�−ĉ\d,n)

2(Nzn−1+ρ�)

�γ+
Nzn−1

2

�

ζ + C
2 + Nznρ

�(µ�−ĉ)2

2(Nzn+ρ�)

�γ+
Nzn
2

×

��

ρ� +Nzn − 1
�

Γ
�

γ + Nzn

2

�

��

ρ� +Nzn

�

Γ
�

γ + Nzn−1
2

�

×

�

ι+ S\d,n

2 +
(Nzn−1)τ �(ν�−ŝ\d,n)

2(Nzn−1+τ �)

�κ+
Nzn−1

2

�

ι+ S
2 + Nznτ

�(ν�−ŝ)2

2(Nzn+τ �)

�κ+
Nzn
2

×

��

τ � +Nzn − 1
�

Γ
�

κ+ Nzn

2

�

es
(d)
n

�

�

(τ � +Nzn

�

Γ
�

κ+ Nzn−1
2

�
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Symbol Description

w
(d)
n the type of the nth word token in document d

z
(d)
n the topic assignment for the nth word token in document d

c
(d)
n the creation date of nth word token in document d

s
(d)
n the log of the duration between the creation time and

declassification time of the nth word token in document d

Nd the total number of word tokens in document d

N
z
(d)
n

the total number of word tokens assigned to topic z
(d)
n

D number of documents in corpus

T the number of topics

W the size of the vocabulary

Table 1: Notation used throughout this paper.

where H represents the set of model hyperparam-

eters, ĉ and ŝ the mean date and duration, respec-

tively, C =
�

(cn − ĉ)2, and S =
�

(sn − ŝ).

We use normal distributions for two reasons.

First, it is quite reasonable to assume that the dates

of document creation and the log classification du-

rations are normal. Second, our goal is to produce

tools for researchers in the field of transparency re-

search who might not be intimately familiar with

a wide variety of probability distributions. One of

the main advantages of statistical topic models is

their easily-interpretable topics. We hope to create a

model that remains very easy to interpret even when

additional information is modeled. We therefore be-

lieve that using the familiar normal distribution fur-

thers that end. We operate in log space for the dura-

tion component to prevent negative durations.

It seems somewhat odd to consider the creation

date and classification duration of every word, since

each document (and hence all words in that docu-

ment) has a single creation date and classification

duration. Following (Wang and McCallum, 2006),

we choose to consider the dates in this way be-

cause we are most interested in determining which

topics are frequently used at what times. Ensuring

dependence between topics and temporal properties

can be accomplished in one of two ways: we could

constrain each document to a single topic, or we

could consider each word to be written and declassi-

fied independently at times deterministically inher-

ited from the document to which it belongs. We

choose the latter because we are unsatisfied with the

constraint that a document can express only a sin-

gle topic. By representing documents as mixtures of

topics, we obtain a more nuanced picture of both the

individual documents and the corpus as a whole.

5 Declassified Documents Corpus

We draw the documents modeled in this paper from

the Gale Declassified Documents Reference System.

This database contains approximately 90,000 docu-

ments created since the 1920s, of which we were

able to mine 88,045. We discarded approximately

10% of these documents because either the creation

or declassification date was not available.

6 Results and discussion

In this section, we present results several analyses of

the declassified documents in our corpus based on

time and content data available for the documents.

Our goal is to provide tools to assist researchers

interested in transparency and secrecy in interpret-

ing large collections of declassified documents. As

such, we present several analyses of the content of

the corpus produced by combining textual and tem-

poral information in various different ways.

6.1 Topic Model

Using the MALLET topic modeling package (Mc-

Callum, 2002), we ran LDA with 1000 topics for

1000 iterations of Gibbs sampling on all eligible

documents. Many of the resulting topics correspond

well with distinct events or periods in US History or

to common subjects of diplomatic communication
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Figure 2: Classification and declassification patterns for documents relating to military structure
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Figure 3: Classification and declassification patterns for documents relating to Martin Luther King, Jr.
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Figure 4: Estimated survival curve based on fitted Cox proportional hazard model
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Figure 5: Cox model linear predictors
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the textual content of a document can help us learn

more about declassification patterns. In order to in-

vestigate this question, we ran a Cox proportional

hazards survival model with topic membership of

words in the document as covariates. We used the

survival library from the R statistical package to per-

form this analysis. For this portion of our analy-

sis, we restricted ourselves to approximately 8000

“training” documents (about 10% of our corpus) to

train our model, and predicted linear predictors on a

test set of approximately 1000 documents. We be-

gan by using MALLET to train LDA with 100 top-

ics on the training documents, and using the trained

topic model to infer topic distributions for the test

documents. We then trained a Cox proportional haz-

ards model using percentage of a document falling

into each topic as regressors, and predict log haz-

ard ratios on the test set using the topics inferred by

MALLET. In figure 4 we show the estimated sur-

vival curve from the Cox model. This curve is es-

timated by considering the mean value of each co-

variate and it shows the general shape of the survival

function for the corpus. Figure 5 plots the declassi-

fication date by the log hazard ratio produced by the

Cox model. Survival analysis and the Cox model

are not intended to provide exact predicted survival

times for specific individuals. Rather, the model pro-

duces relative comparisons among documents, with

large log hazard ratios indicating documents that

“survive” for relatively short periods—that is, docu-

ments that are declassified relatively quickly as de-

scribed in section 3. As is evident from figure 5,

the Cox model with topic membership proportions

as regressors indicates that relative durations of clas-

sification vary across topics in the corpus.

6.3 Topics and Times

In addition to combining the results from a topic

model with an analysis of document declassification

time patterns, we incorporated classification dura-

tion into topic inference. We used the model de-

scribed in section 4.2 to infer latent topics based

on word tokens, token creation time, and token de-

classification time. Using a subset of approximately

1000 documents, we inferred 100 topics using Gibbs

sampling until convergence. We compare the de-

classification duration patterns of four different top-

ics produced by the model below. The words most

highly associated with each of the four example top-

ics relating to budgets and funding, Southeast Asia,

Vietnam and Berlin, respectively, are shown in table

3 and their classification durations are compared in

figure 6. The mean of the fitted log normal distribu-

tions over creation times for these topics are 1977,

1964, 1966 and 1959, respectively. It is not par-

ticularly surprising that documents containing lots

of words about budgeting and funding may be de-

classified earlier than those about military or diplo-

matic strategy in Southeast Asia or with the Sovi-

ets about Berlin. Most funding and budget related

requests will eventually make it into the congres-

sional record and thus the public sphere, after which

point there is no need to keep budget requests secret.

Also, budgetary matters follow the fiscal calendar,

which might eliminate the need to keep classified

budgetary information for more than a few years. It

is the classification duration pattern of the topic we

have titled ‘Vietnam’ in table 3 that shows the value

of considering durations in a model-internal fashion.

The mean time chronological for creation of words

in this topic is similar to that of the ‘Southeast Asia’

topic (1966 vs. 1964), and the topic deals with a sim-

ilar region of the world. The ‘Vietnam’ topic relates

more directly to actions and diplomacy in Vietnam

itself, where the US was openly engaged in com-

bat in a war covered in great detail by the media of

the day. In contrast, the ‘Southeast Asia’ topic, on

the other hand, regards countries where the CIA is

now known to have played a role despite the lack of

openly-acknowledged warfare on the part of the US.

This serves as a proof of concept—our joint Topic-

Time-Duration model is capable of differentiating

between topics along the covert/overt distinction—

an important substantive difference for government

information officials and researchers alike.

Contrasts like that described above, between dif-

ferent types of documents such as budget requests

and diplomatic or military correspondence, could

play an important role in a review of government

secrecy and declassification policy. Funding-related

material probably does not need to be classified for

a long period of time, if at all. The information

gleaned from these topics could also help govern-

ment declassification workers screen candidate doc-

uments for ones that are ready for release. Discov-

ering contrasts between latent topics like ‘Vietnam’
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versus ‘Southeast Asia’ provides new insight to his-

torians, political scientists and watchdog groups in-

terested in studying the openness and transparency

of the US government in relation to historical events

or investigating potential government coverups.

7 Conclusions

The work presented in this paper provides a brief

discussion of methods for examining formerly-

secret documents that have been declassified by the

US government. We take advantage of the easy

interpretability of statistical topic models to ex-

plore document content, while using methods taken

from and inspired by survival analysis techniques to

model temporal declassification patterns. In addi-

tion, we introduce a way of taking classification du-

ration into account while inferring latent topics via

statistical topic modeling. These techniques have

the potential to contribute to a greater understand-

ing for social scientists and policy-makers of classi-

fication policies and decisions. Although additional

investigation is warranted regarding evaluation of

these models and further ways of combining survival

modeling and topic models, the initial results pre-

sented in this paper offer a new perspective on the

vast quantities of information that are part of the US

government’s Security Classification System.
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