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ABSTRACT
Traditional information retrieval systems have ignored the potential improvement in precision provided by personalization. We present a study of the behavior and evaluation of personalized information retrieval systems. We describe the construction of a collection of user web browsing data for application in retrieval evaluation. Several novel techniques for personalizing retrieval are presented and evaluated. Although performance is mixed, results point to the need to develop other algorithms within this evaluation framework.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search Process
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1. INTRODUCTION
Traditionally, information retrieval systems have dealt with the task of ranking documents for a given query. While these systems have become quite successful, recent attempts have been made to increase precision by introducing concepts such as passage retrieval, hypertext retrieval, and question answering. Our work contributes to these tasks by presenting the problem of formally incorporating user models into information retrieval. We hypothesize that this perspective should allow for the development of algorithms which increase precision by disambiguating the information need and personalizing retrieval.

Our research approaches two aspects of user modeling. First, we use traditional information retrieval techniques to investigate the dynamics of user behavior. While assumptions such as user interest predictability make sense intuitively, it is not clear whether information retrieval techniques can capture or exploit this behavior. Second, we address the issue of designing and evaluating personalized information retrieval algorithms. While current test collections provide a foundation for evaluating traditional systems, none incorporate rich user histories. Meanwhile, personalization collections mainly deal with systems for providing recommendations as opposed to retrieval. We present an approach to capturing and annotating user browsing histories with the end of evaluating personalized retrieval systems.

This paper will begin with a description and analysis of our dataset and follow on to use our insights to develop and evaluate personalized information retrieval algorithms. After placing our research in context (Section 2), we describe the monitoring and collection of user browsing behavior in Section 3. Section 4 the language modeling framework which we use in Section 5 to build user language models for analyzing the dynamics of user browsing behavior. We then place these results in the context of information retrieval by first describing the annotation of the test collection (Section 6). This collection is then used in Section 7 to evaluate the performance of several novel information retrieval tasks.

2. RELATED WORK
Although there are many studies of user browsing behavior, very few studies have taken an information retrieval perspective. Work by Jansen et al presents a thorough discussion of gross web searching behavior [7]. While describing aggregate tendencies, the study lacks a direct application to personalized information retrieval system design. Chi et al [3] and Huberman et al [6] have conducted research on information-seeking behavior in a web environment. Again, these studies point to broad regularities in user behavior but fail to present results which are useful for designing retrieval algorithms.

Attempts to introduce user modeling into information retrieval have been smaller in scale, focusing on the software design aspects of the problem. The Watson [2] and Letizia [10] systems use term-weighting for constructing models of user interests. Although similar to our approach, these systems are more grounded in capturing the immediate context of the user rather than the longer-term topical interest.

There has been research in information retrieval regarding user modeling within a search session mostly in the guise of interactive information retrieval and relevance feedback [1, 9]. These systems model a user’s changing information need within a search session. Our research leverages longer term models and implicit feedback from a user’s browsing patterns between sessions.

Another relevant piece of work deals with content-based pre-caching of web pages [5]. Pre-caching seeks to predict the most likely hyperlink a user will request given a brief history of content. This procedure results in lower browsing latency and a better user experience. Our work applies a similar idea to the context of
3. MONITORING SETUP

We are interested in gathering data from which to construct meaningful user models for information retrieval. We capture this information by monitoring a set of users’ web browsing habits. Over the course of nine months, 24 individuals from our department redirected their web browsers to a proxy server which transparently intercepted requests. The proxy server cached all HTTP requests and content. Only HTML content was used for this study although PostScript and PDF documents were also saved.

User page requests were highly skewed with the most active participant viewing four times as many pages as most of the others. Figure 1 plots the number of page requests against the number of queries. For each user, we determine a querying rate by inspecting the how often they submitted a query to a search engine. Experiments are marked in cases where outlying users were removed.

4. LANGUAGE MODELING APPROACH

The language modeling framework will be used as a tool for studying and incorporating user information. The assumption behind language modeling is that a document or group of documents can be seen as having been generated by some probabilistic process. Using the actual text as a sample from this distribution, we can estimate the generating model. The language modeling framework provides a theoretically sound and empirically successful methodology for studying information retrieval [4].

Our language models are constructed by using a maximum likelihood estimate smoothed with a general English language model,

\[ p(w) = \lambda \frac{\sum_{d \in S} \#(w, d)}{\sum_{d \in S} \#(d)} + (1 - \lambda) \frac{\sum_{d} \#(w, d)}{\sum_{d} \#(d)} \]  

(1)

where \( S \) is some arbitrary set of documents from the collection and \( \#(w, d) \) refers to the number of times word \( w \) occurred in document \( d \); the interpolation parameter, \( \lambda \), is set to .9 in our experiments. More sophisticated smoothing methods exist but were not used in this study [14]. Our composite collection is the combination of all documents viewed by all users. This collection is used to construct the general english or composite language model.

We will be using two methods for comparing documents and language models. When a single document is compared to a language model, we calculate the probability of the language model having generated the document,

\[ p(d|M) = \prod_{w \in d} p(w|M). \]  

(2)

When dealing with groups of documents, we construct a second language model according to equation 1 and compare the two models. A common method of comparing two language models is to compute the Kullback-Leibler divergence between the distributions. The KL divergence is defined as

\[ D(p||q) = \sum_{w} p(w) \log \frac{p(w)}{q(w)} \]  

(3)

While the KL-divergence generates a single number for the dissimilarity between language models, individual words can be ranked according to the contribution to this score. We will use this method for qualitative analysis between language models.

5. USER LANGUAGE MODELS

We begin by analyzing user browsing behavior in the language modeling context. This initial analysis attempts to study how predictable user behavior can be in general. In Section 6, we will analyze the predictability of information needs specifically.

5.1 Static User Models

Our first user language model is constructed from the documents in a user’s browsing history. We can qualitatively compare these static models to arbitrary language models. Figure 2 presents the qualitative description of a particular user. In the first column, we present the difference between this user and the composite language model. Here, the larger differences arise in terms for news (e.g. “cnn”, “news”) and music (e.g. “wfmu”, “playlist”, “music”). These characteristic terms persist when we compare this user to another user in the second column. However, when we look at this second user with respect to the first, it is apparent that the second user is interested in electronics (e.g. “tivo”, “playstation”, “redoctane”) and softball (e.g. “umpire”, “coed”).

![Figure 1: Requests vs. Searches (outliers at 40,000 and 80,000 page requests).](image)

![Table: Qualitative comparison between user and collection language models.](table)

<table>
<thead>
<tr>
<th>User 1</th>
<th>User 2</th>
<th>Composite</th>
</tr>
</thead>
<tbody>
<tr>
<td>cnn</td>
<td>cnn</td>
<td>salon</td>
</tr>
<tr>
<td>com</td>
<td>wfmu</td>
<td>tivo</td>
</tr>
<tr>
<td>video</td>
<td>playlist</td>
<td>umpire</td>
</tr>
<tr>
<td>wfmu</td>
<td>video</td>
<td>redoctane</td>
</tr>
<tr>
<td>playlist</td>
<td>sci</td>
<td>fort</td>
</tr>
<tr>
<td>news</td>
<td>time</td>
<td>river</td>
</tr>
<tr>
<td>search</td>
<td>reply</td>
<td>coed</td>
</tr>
<tr>
<td>sci</td>
<td>edition</td>
<td>ddr</td>
</tr>
<tr>
<td>music</td>
<td>asia</td>
<td>game</td>
</tr>
<tr>
<td>tech</td>
<td>space</td>
<td>forum</td>
</tr>
<tr>
<td>entertain</td>
<td>denote</td>
<td>pad</td>
</tr>
<tr>
<td>edition</td>
<td>score</td>
<td>nescape</td>
</tr>
<tr>
<td>time</td>
<td>instyle</td>
<td>letter</td>
</tr>
<tr>
<td>reply page</td>
<td>scoreboard</td>
<td>comic</td>
</tr>
</tbody>
</table>
While this analysis provides some intuition that there is meaningful information contained in user models, we would like a quantitative measure of this behavior. In order to test its usefulness, we evaluate how well this model distinguishes between documents a user viewed and a random set of documents. This can be accomplished by first inspecting the probability of documents in the user history with respect to the user language model; similarly, the probability of a random history of documents can be computed with respect to the user model. Figure 3 shows a time series of probabilities for these two sets of documents for \( U_t \) from Figure 2. In this case, the behavior of the user is quite unpredictable and indeed is comparable to a random history of documents.

While this individual gives us the impression that the language modeling framework does not capture the subtleties of locality, we would like to confirm this fact for all users. The cumulative probability distribution of scores over users is plotted in Figure 4. Here, we are interested in the point where a threshold can be established for distinguishing between empirical and random documents for a large proportion of documents. Unfortunately, this point appears to be quite high while capturing a small percentage of the empirical documents. This indicates that the likelihood of random and empirical documents are similar when using the static user model. We would like, then, to build user models which can better distinguish between these two streams.

5.2 Dynamic User Models

One possible way to improve predictability is to construct a dynamic model as opposed to a static model. That is, we can partition the stream of documents into subsets representing months and build models according to Equation 1. These models can then be compared to the static user language model in order to get a ranked list of distinguishing terms. Figure 5 depicts the change in interest for User 1; each column represents a month. Immediately noticeable are the higher ranks of the names of the months. Furthermore, we can tell from the model that this user began looking for apartments in early summer (second and third columns). Throughout the history, the shifting importance of several news topics can also be seen. For example, the prominence of articles about Israel in April of 2002 disappears toward the end of the summer when the issues of the Fall of 2002 begin to appear (Iraq, D.C. sniper).

As an alternative to partitioning the user history, a dynamic language model can be continually updated by using a sliding window of documents. In these experiments, we test the ability of a particular document to be predicted by a language model built from preceding documents. Using the methodology described in the previous section, we have plotted the cumulative probability distributions for these scores in Figure 6. Notice that both window sizes are comparable at discriminating between the random and empirical documents and are superior to the static user model. This indicates a strong tendency to continue browsing recently viewed topics but little global consistency.

6. BUILDING A TEST CORPUS

So far the relationship of these user histories to information retrieval has remained secondary. In order to mine potentially useful retrieval information, participants were asked to annotate parts of their history with relevance information. Specifically, we wanted the participants to define segments of their histories where they were searching for information. Session starts were automatically detected as any point where a user issued a query to a search engine. After detecting these query points, we asked users to mark the end of their search session and annotate all documents between the initial query and the last session document. Documents were marked as either:

1. Reformulation: for modified queries to the search engine
2. Relevant: for documents which satisfy the information need
3. Somewhat Relevant: for documents which partially satisfy the information need
4. Not Relevant: for documents which did not satisfy the information need at all
5. Browsing: for documents which were used to navigate toward relevant information
6. Not Related: for documents which were not at all related to the search

Figure 7 shows how session might be annotated. Only the documents within the session are annotated. Related documents not explicitly part of the search are left unmarked.

Using this data, we can gauge the success of current search technology. If a successful search session is defined as one where a relevant or semi-relevant document is encountered, then roughly 70% of searches terminated in success. Figure 8 displays the distribution of session lengths for both successful and unsuccessful sessions. Moreover, of these successful sessions, 36% required browsing beyond the initial results page while 85% of the unsuccessful sessions might be accounted for by a lack of browsing.

Since we have the relevance judgments for a set of queries for each user, we can also detect the predictability of search topics. Using the methodology from Section 5, Figure 9 displays the cumulative probability distributions of relevant documents with respect to the previous 5 and 50 documents. Here, the preceding documents do not appear to provide information about the subsequent search topics, indicating that information needs may be arising from sources outside of a browsing experience. That is, users usually seek topics they are not familiar with.

7. RETRIEVAL EXPERIMENTS

Although the user history apparently provided little information about the information needs with respect to a random model, we wanted to examine the usefulness of the history with respect to the documents in the session. One can imagine user information being used as a post-processing step to personalize results from a more general information retrieval system. In order to evaluate algorithms for performing such a task, systems were required to re-order search session documents so that relevant documents occurred first. Then, we performed traditional information retrieval evaluations on this subset of documents.

All systems compared are based on the language modeling framework. Our best case system assumes that we have access to the “true relevance model” defined by the language model built from the known relevant documents. The worst case system uses a relevance model constructed from random documents. The baseline system ranks the documents according to the original order they were viewed by the user.

7.1 Retrieval Algorithms

We investigate the performance of four ranking algorithms. The first two systems ignore user behavior while the second two incorporate user information.
Figure 3: Locality of browsing given user history.

Figure 4: Cumulative probability distribution of scores for users (outliers removed)

Figure 5: Qualitative change in interest over time.
Figure 6: Locality of browsing given (a) a 5 document window and (b) a 50 document window (outliers removed).

Figure 7: History annotation. Users were asked to mark the end of retrieval sessions started by points where queries were issued to search engines. The first document is always the results list from the initial query (Q). Other documents in the session may be relevant (star), somewhat relevant (S), not relevant (N), useful as for browsing to the relevant documents (B), or results of reformulations of the initial query (R).

Figure 8: Distribution of session lengths.
7.1 Query Likelihood (ql)

We rank the documents in the session according to the likelihood of having generated the query. This is accomplished by constructing a language model for each document and ranking documents according to $P(Q|D)$.

7.1.2 Approximated Relevance Model (arm)

We can also attempt to approximate the true relevance model [8]. We present two methods of approximating this model. In both methods, we are using the results of an initial query likelihood retrieval to construct the approximated relevance model. In the first approximation (arm1), we build a new language model using session documents weighted by their query likelihood. In the second approximation (arm2), we build a new language model using the top documents returned from a query to the composite collection. The approximated relevance model is then used to rank the session documents according the KL-divergence between the document language model and approximated language model.

7.1.3 Recent Topic (p50)

At an extreme, we assume that the current information need can be represented by the most recent documents. In this evaluation, it seems reasonable that the documents in the session will all be relatively similar and that the distinguishing ability of dynamic models would provide better ranking. In these experiments, we use a window size of 50.

7.1.4 Query Collaboration (qc)

Several retrieval systems have found it advantageous to incorporate the relevance judgments of historic queries [11, 12]. Such systems improve performance by either relying upon the predictability of individual user querying behavior or aggregate querying behavior. In this spirit, we developed a system to use the feedback from other search sessions. Specifically, for each query, we allow the system to inspect the relevant documents of all other sessions. These subsets are used to build a database of topic language models.

$$p_{S_i}(w) = \lambda \frac{\sum_{d \in S_i} #(w,d)}{\sum_{d \in S_i} \text{len}(d)} + (1 - \lambda) \frac{\sum_{d} #(w,d)}{\sum_{d} \text{len}(d)}$$  \hspace{1cm} (4)

where $S_i$ is the subset of relevant documents from $i$th session. At query time, then, the cached topic language model most likely to have produced the query is used as the model for ranking of session documents. Such a system harnesses individually local as well as globally popular topic models, unifying the disparate approaches found in previous literature.

7.2 Results

Only successful sessions which included more than 3 documents were considered. Query text was automatically extracted from the first submission to the search engine; reformulations were not included in the query text. This resulted in a set of 201 query sessions. Figure 10 shows the results for our algorithms. Important to note is the fact that the original order is almost as poor as the random language model. Part of this is due to the nature of the search process which may only succeed at the end of a session. The true relevance model expectedly performed quite well while the traditional approaches (arm1, arm2, and ql) perform better than the new algorithms. That the new techniques perform poorly confirms the unpredictability of the information needs since both rely upon topic model predictability.

In order to test the robustness of the algorithms, we also attempted the same experiment with the original set of documents
augmented by random documents selected from the composite collection. Results are displayed in Figure 11. All systems performed worse on this task although the new systems were hurt the most. However, the newer systems abandon more of the original query than the traditional systems. For example, qc assumes the existence of topical information in the database of other sessions; p50 assumes the existence of topical information in the previous 50 documents. However, the former may not be true while the latter was shown to be false in Section 6. The traditional systems rank based upon models close to the original query either explicitly (ql) or implicitly (arm1, arm2) because of the existence of relevant documents.

The new retrieval algorithms described all operate by replacing the query with a new model. As an alternative, we experimented with incorporating p50 and qc into our more successful methods. One of the problems with p50 is that potentially irrelevant information is included in the language model. This is evidenced by the lack of information need predictability. In order to tease out the relevant documents, we chose the 10 documents from the preceding 50 which were most likely to have generated the query. These documents are then used to construct a new language model which is combined with the original query according to,

\[
p(w) = \gamma p_{10}(w) + (1 - \gamma) \frac{\sum_{w \in q} \#(w, q)}{\sum_{q} \#(w, q)}
\]

where \(p_{10}\) is the language model built from the 10 most relevant documents from the recent history and \(\gamma\) is an interpolation parameter set to .1 for our experiments. The qc language model is incorporated in a similar way except that we ignore the initial ranking and pruning of the document set,

\[
p(w) = \gamma p_{qc}(w) + (1 - \gamma) \frac{\sum_{w \in q} \#(w, q)}{\sum_{q} \#(w, q)}
\]

where \(\gamma\) is again set to .1. Figures 12 and 13 present the results of combining these models. While small, the improvements over the ql method alone provide some intuition as to the benefit provided by each model. In the case of re-ranking the original session documents (Figure 12), p50 improves ql at low recall because the information provided by this model is helpful for personalizing a set of already similar documents. In the case of ranking the inflated sessions (Figure 13), qc improves ql because the information provided by this model is helpful for enriching the topical model. It is anticipated that as the size of the collection of sessions increases, this effect will be more substantial given repeated querying behavior [13].

8. FUTURE WORK AND CONCLUSION

While the study presented here indicates that information needs are unpredictable, we believe that useful information exists in browsing history. As such, we are further refining our approach the analysis, construction, and evaluation of personalized information retrieval systems.

Initially, we are considering the addition of other sources of information. We conjecture that information needs may become more predictable if linguistic data such as open documents and email are included in dynamic user models.

In addition to considering more linguistic information, we are also interested in expanding the sets of sessions for our qc algorithm. Since other research points to highly redundant querying behavior, incorporating what models of what other users found relevant may improve the performance of qc much more.

We have presented initial attempts to combine an understanding of user browsing and retrieval behavior with information retrieval. The results presented point should help in the development of more
sophisticated algorithms than what has traditionally been applied on small scales. Furthermore, we have described a methodology for constructing and annotating a set of user histories for the evaluation personalized information retrieval systems.
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